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To assess the impact of the March 2009 decision in Wyeth v. Levine, it is crucial to understand that the Supreme Court ruled on actions that the U.S. Food and Drug Administration (FDA) took under a statutory scheme that already had been amended by the time the case was decided. The Food and Drug Administration Amendments Act of 2007 (FDAAA) transformed drug regulation, adding significant new powers to develop evidence and make new types of decisions in the postmarket period. This article explores how the contours of drug regulation are likely to change after FDAAA, which is the most profound reworking of the U.S. drug regulatory framework in half a century.

FDAAA envisions heavy use, during the period after drugs are approved, of evidence from large observational studies that rely on interoperable health data networks. Understanding what was wrong with FDA’s old evidentiary paradigm, which dates back to 1962, is essential to understanding its new one. Parts II and III of this article discuss the evidentiary limitations of premarket drug trials; important aspects of modern legal doctrine rest on misconceptions about their evidentiary power. Part IV then explores how scientific advances flowing from the Human Genome Project over the past decade further undermined FDA’s old evidentiary paradigm. FDAAA was
Congress’s response to these problems. Part V identifies seven pillars of the new evidentiary paradigm: seven novel propositions that reject foundational assumptions of twentieth-century drug regulation. Collapse of these assumptions sets off ripple effects in various doctrinal areas. Part VI provides two examples, with the aim of opening a scholarly debate about these and other impacts of FDA’s new evidentiary paradigm.

The Food and Drug Administration Amendments Act of 20071 (FDAAA) transforms the evidentiary basis of medical product regulation by the U.S. Food and Drug Administration (FDA). FDAAA augments premarket clinical studies with new sources of evidence about the risks and benefits of drugs. FDAAA envisions heavy use, during

---

the postmarket period, of large observational studies that rely on interoperable health data networks. This shift will affect diverse areas of legal doctrine.

Product liability and medical malpractice are obvious candidates for impact. Questions about the preemptive effect of FDA’s drug regulation loom large after FDAAA, notwithstanding the U.S. Supreme Court’s March 2009 decision in Wyeth v. Levine.2 “The major doctrinal question here is whether various forms of regulatory action by the FDA have the effect of preempting suits brought pursuant to state tort law.”3 Wyeth v. Levine held that FDA’s drug approval and labeling decisions did not preempt a failure-to-warn suit against the drug’s manufacturer. That result seems fair, given that the evidence on which FDA has been basing these decisions is severely limited in ways this article explores.4 Congress enacted FDAAA to address these very limitations. FDAAA expands FDA’s postmarket evidence development and empowers FDA to take new forms of regulatory action in response to the new flows of evidence. Some of these new regulatory actions may have the preemptive effect that the Court, in Wyeth v. Levine, found lacking in FDA’s pre-FDAAA approval and labeling decisions. In assessing the impact of Wyeth v. Levine, it is crucial to understand that the Supreme Court was ruling on actions taken under a statutory scheme that had been substantially amended by the time the case was decided.

FDAAA directs FDA to address certain matters that Congress previously regarded as state medical practice issues. There may be constitutional questions as FDA flexes new powers to restrict clinical use of drugs and does so in ways that deny seriously ill patients access to FDA-approved pharmaceutical products—a problem that appears already to be occurring. FDA-imposed use restrictions raise the specter that physicians, as well as manufacturers, might argue preemption—or its close cousin, the regulatory compliance defense5—in drug-injury malpractice suits. In other areas, FDAAA breathes new life into classic infrastructure regulatory problems by requiring evidence that can only be generated with a massive, networked informational infrastructure that does not yet exist and will have to be financed,

---

4 See discussion infra Part II (discussing the limitations of the evidence on which FDA was relying prior to passage of FDAAA in 2007).
built, and administered. The new forms of evidence, as they become available, may reshape cultural and commercial norms that have favored avid consumption of prescription drugs in recent decades, and they may alter popular expectations of medical privacy. The new research methodologies may require new structures for research oversight and new principles for the ethical conduct of biomedical research. This article touches on these broader impacts to open a scholarly dialogue about them. However, it focuses on how the broad, conceptual contours of drug regulation have changed and why. Understanding what was wrong with FDA’s old evidentiary paradigm is key to appreciating the promise and the perils of its new one.

FDAAA is a profound change in law. The Federal Food, Drug, and Cosmetic Act (“FDCA” or “1938 Act”) has been amended more than one hundred times since it became law in 1938. Most of these amendments were “tweaks” but, occasionally, Congress fundamentally altered the regulatory paradigm. FDAAA was a “sweeping overhaul of both the FDCA and the Public Health Service Act.” Once called

---


8 See Evans, supra note 6, at 610–22 (discussing privacy impacts of FDAAA).


10 See U.S.C.A. index (West Supp. 2009) (popular name table), Federal Food, Drug, and Cosmetic Act (FDCA) (Copeland Pure Food and Drugs Act) (Food, Drug, and Cosmetic Act) (FFDCA) (Humphrey-Durham Act); see also Peter Barton Hutt, The State of Science at the Food and Drug Administration, 60 ADMIN. L. REV. 431, 436, 467 tbl. 1 (2008) (counting statutes that directly affected FDA—including both amendments to the Food, Drug, and Cosmetic Act and other statutes that established duties to be performed by FDA—and finding ninety-plus such statutes enacted between 1938 and 1987 and one hundred statutes after 1988).

“the biggest reforms since at least 1997,” FDAAA is in fact the most momentous shift in drug regulation in half a century. The 1962 Drug Amendments sparked the last big shift by introducing the modern concept of drug approval. Before 1962, new drugs were deemed approved for sale unless FDA, within a limited period of time, found grounds to keep them off the market. Since 1962, drugs await affirmative approval before they can be sold. It was after 1962 that “FDA became responsible for making benefit-risk decisions” about drugs. Congress directed FDA, for the first time, to require “substantial evidence” of efficacy as well as safety. FDA interpreted this language to require the familiar three-phase clinical trial process through which drugs now pass before FDA approval.

12 Mark McClellan, Drug Safety Reform at the FDA—Pendulum Swing or Systematic Improvement?, 356 NEW ENG. J. MED. 1700, 1700 (2007) (describing FDAAA as “the biggest reforms since at least 1997”).


15 See Hutt, supra note 10, at 434–35.


17 See Drug Amendments of 1962, Pub. L. No. 87-781, § 102, 76 Stat. at 781 (defining “substantial evidence” as “evidence consisting of adequate and well-controlled investigations, by experts qualified by scientific training and experience to evaluate the effectiveness of the drug involved, on the basis of which it could fairly and responsibly be concluded by such experts that the drug will have the effect it purports or is represented to have”).

18 See id. § 102, 76 Stat. at 781–82 (amending 21 U.S.C. § 355(d) to allow drug applications to be denied for lack of substantial evidence of efficacy, and amending 21 U.S.C. § 355(e) to allow previously granted approvals to be withdrawn if new information reveals that a drug does not have its claimed effects).


20 See Investigational New Drug Application, 21 C.F.R. § 312.21 (2009); see also Geoffrey M. Levitt et al., Human Drug Regulation, in 2 FUNDAMENTALS OF LAW AND REGULATION: AN IN-DEPTH LOOK AT THERAPEUTIC PRODUCTS 159, 165–66 (David G.
These requirements contributed to expansive growth of clinical trial activity late in the twentieth century. Between 1962 and 1980, the cost to develop a new drug rose from $6.5 million to $70 million, with much of the increase attributed to the cost of FDA’s required clinical studies. In 2007, the Institute of Medicine reported various estimates ranging from $500 million to $2 billion as the cost of developing one new drug. These data suggest a clear upward trend although historical and recent figures are not strictly comparable.

Robert Califf traces how FDA’s clinical trial requirements led to a “complex maze of rules . . . and ultimately created an entirely new industry: the contract research organization (CRO)” to help drug sponsors navigate FDA’s premarket requirements. As of March 2008, the CRO industry had estimated annual revenues of $17.8 billion, employed 100,000 people worldwide, and was experiencing annual revenue growth of 14–16%.

In their day, the 1962 amendments marked the most significant shift in regulatory philosophy not only since the 1938 Act, but since the 1906 Pure Food and Drug Act that had preceded it. Another important shift was the 1976 Medical Device Amendments which authorized FDA to regulate medical devices, a category that later has

Adams et al. eds., 1999) [hereinafter FUNDAMENTALS OF LAW AND REGULATION] (describing the three phases of clinical investigations FDA typically requires).

21 Roberts & Bodenheimer, supra note 14, at 606.

22 See id.; see also HENRY GRABOWSKI, DRUG REGULATION AND INNOVATION 36 (1976) (finding a rough doubling of costs by the early 1970s); SAM PELTZMAN, REGULATION OF PHARMACEUTICAL INNOVATION 2 (1974) (same).


24 Methodologies for estimating drug development costs are subject to ongoing controversy. See id. at 32. Recognizing that many drugs are abandoned for every one drug that does reach the market, modern estimates of drug development costs may include costs for drugs that were abandoned prior to FDA approval as part of the average cost of developing the one successful drug that does reach the market. It is unclear whether the figures reported for 1962 and 1980 reflect this same practice. See Roberts & Bodenheimer, supra note 14, at 606.


acquired significance in genomic medicine since it includes diagnostic and genetic tests. FDAAA belongs in this class of paradigm-shifting amendments.

If the 1962 amendments heralded the age of faith in clinical trials, then FDAAA tolls its twilight. That, in a nutshell, is the shift of regulatory philosophy now underway. It is important to qualify what that statement means: Declaring the twilight of premarket clinical trials is not the same thing as saying that the sun already has set, or will ever set, on them. Clinical trials will still be performed and, indeed, FDAAA expanded FDA's authority to require them in the postmarket as well as the premarket period. Clinical trials will continue to be an important—often, the primary—source of data about medical products. Yet FDAAA accepts that clinical trials have intrinsic limitations and cannot, by themselves, ensure the safety and efficacy of FDA-approved products. FDAAA is a response to this reality. Premarket trials will continue as before, but there has been a pragmatic reassessment of their evidentiary value. One might refer to this as the nation's Trialdämmerung—its loss of faith in evidence from premarket drug trials. Derived from "clinical trial" and the German word, Dämmerung (meaning "dimming" or "twilight"), the term deliberately alludes to Götterdämmerung with its sense of a "collapse (as of a . . . regime) marked by catastrophic violence and disorder; broadly DOWNFALL."

The cataclysmic event, in this case, was a confluence of two trends. First, deadly drug safety problems earlier this decade stirred doubts whether FDA's old evidentiary paradigm was capable of protecting the public's health. Dating back to 1962, that paradigm relied heavily on risk-benefit data from premarket clinical trials. The methodological limitations of clinical trials were never concealed by FDA and had long been known to biomedical statisti-

30 See discussion infra Part V.A.1.
32 Id.
33 See discussion infra Part I.
34 See Kessler & Vladeck, supra note 11, at 468 (noting that aspects of FDAAA suggest "that Congress did not share the FDA's view that it is capable of adequately safeguarding the public health on its own").
35 See discussion infra Part I.
36 See discussion infra Part II.
37 See Kenneth L. Melmon, Attitudinal Factors that Influence the Utilization of Modern Evaluative Methods, in INST. OF MED., MODERN METHODS OF CLINICAL INVESTIGATION 135, 142 (Annetine C. Gelijns, ed., 1990) [hereinafter IOM, MODERN METHODS], available at http://www.nap.edu/openbook.php?record_id=1550 (pointing out that
cians, but they were not widely appreciated by the public, academics, or the medical profession. Problems with the 1962 drug approval framework already were apparent by the mid-1970s and a Joint Commission on Prescription Drug Use was formed in 1976 with Dr. Kenneth L. Melmon as its chair. The Commission’s voluminous 1980 report set out the limitations of clinical trial evidence and called for a “comprehensive system of post-marketing drug surveillance” remarkably similar to what Congress authorized twenty-seven years later in FDAAA.

Drug safety scandals this decade displayed the problem in a way even non-statisticians could grasp: “safe and effective” drugs were killing people, lots of people. Widely held beliefs that FDA regulation was “comprehensive” and involved “rigorous cost-benefit analysis along the dimensions of safety and efficacy” seemed to support preemption of tort suits but presumed FDA was using evidence that could support rigorous analysis. This presumption was wrong.

The second trend was a series of scientific advances flowing from the Human Genome Project which, as explored below, exposed...
flaws in FDA’s approach to effectiveness as well as safety. These two
trends converged just as technological advances were starting to offer
practical alternatives to FDA’s old evidentiary approach.\textsuperscript{48} This Article
explores these trends and speculates what the new paradigm—
which already has been authorized by Congress but which is still, very
much, in the early stages of implementation—may look like. Part V
outlines seven pillars of FDA’s new evidentiary paradigm: seven novel
propositions that reject foundational assumptions of the drug regula-
tory framework in place since 1962. Collapse of these assumptions
sets off ripple effects in various doctrinal areas.

If fully implemented, FDAAA will change the way regulators man-
age—and the public thinks about—risks and benefits of the roughly
$230 billion\textsuperscript{49} of prescription drugs Americans buy each year. It will
promote more realistic expectations of what can (and cannot) be
learned from the $60–$80 billion\textsuperscript{50} Americans invest each year in
drug-related research and it will shape policy on new types of research
to receive greater emphasis in the future. However, that “if” is a big
one: \emph{if} fully implemented.\textsuperscript{51} In 2006, the Institute of Medicine
remarked on FDA’s record of poor follow-through on proposed initia-
tives in recent years.\textsuperscript{52} FDAAA sketches out a blueprint for a bold new
regulatory framework, but implementation has only just begun.

I. \textsc{The 1962 Evidentiary Paradigm for Drug Regulation}

This Part briefly surveys the track record of FDA’s drug approval
process after 1962 and describes its evidentiary requirements, to lay
groundwork for exploring its limitations in Part II.

\textsuperscript{48} See discussion \textit{infra} Parts I.C and V.A.2.
\textsuperscript{49} See Ctrs. for Medicare & Medicaid Servs., U.S. Dep’t of Health & Human Servs.,
National Health Expenditures by Type of Service and Source of Funds (2007), \textit{available at}
\textsuperscript{50} See Press Release, PhRMA, R&D Spending by U.S. Biopharmaceutical Compa-
nies Reaches Record Levels in 2008 Despite Economic Challenges (Mar. 10, 2009),
s_biopharmaceutical_companies_reaches_record_levels_in_2008_despite_economic
_chal} (reporting private-sector investment in drug and vaccine development of $65.2
billion in 2008); \textit{see also} Office of Commc’ns & Pub. Liaison, Nat’l. Insts. of
\url{http://www.nih.gov/about/almanac/Almanac_2008-2009.pdf} (showing NIH appropri-
ations of $28.5 billion in 2006 and $29 billion in 2007, figures which include various forms
of biomedical research not all of which are related to pharmaceuticals).
\textsuperscript{51} See Kessler & Vladeck, \textit{supra} note 11, at 469 (noting that FDAAA is “daunt-
ingly complex” and expressing concern whether implementation is adequately resourced).
\textsuperscript{52} See IOM, \textsc{Future of Drug Safety}, \textit{supra} note 23, at 17–18.
A. The Gap Between Perception and Performance

“Over time, a large segment of the public has developed the belief that FDA-approved drugs carry no risk.”53 Short of such extreme credulity, many people know FDA-approved drugs carry some risk but may overestimate the amount and quality of risk-benefit data available at the time drugs are approved. The clinical trials on which FDA relies “have inherent methodological limitations in the evaluation of adverse effects.”54 The late Dr. Melmon decried the fact that “academics and the medical profession shirk responsibility for understanding limitations of the regulatory process.”55 “Shirking” may be too strong a term. Limitations of the evidence FDA uses often are described in statistical terminology that can thwart even sincere attempts to grasp the impact.

Between 1969 and 2002—that is, well after the 1962 Drug Amendments were in place but before the 2004 scandal with rofecoxib (Vioxx),56—more than seventy-five drugs and drug products were withdrawn from the market for safety reasons.57 Black-box warnings had to be added to many other drugs.58 Other countries experienced similar problems. Between 1963 and 2004, Canada had forty-one drug withdrawals that appear to have been safety-related.59 Drug withdrawals are rare relative to the total number of drugs FDA approves. Roughly 11,000 FDA-approved drugs are available in the United States (including prescription and over-the-counter drugs).60

53 IOM, UNDERSTANDING BENEFITS, supra note 16, at 7; see also id. at 1 (“[M]any individuals believe that drugs approved by the U.S. Food and Drug Administration (FDA) carry no risks.”).
55 Melmon, supra note 37, at 142.
56 See infra notes 249–51 and accompanying text.
58 See Karen E. Lasser et al., Timing of New Black Box Warnings and Withdrawals for Prescription Medications, 287 JAMA 2215, 2216 (2002) (reporting that more than 10% of new chemical entities approved between 1975 and 1999 were given black-box warnings or withdrawn).
60 See Wyeth v. Levine, 129 S. Ct. 1187, 1202 (2009) (estimating the number of drugs at 11,000); BENGT D. FURBERG & CURT D. FURBERG, EVALUATING CLINICAL RESEARCH 115 (2d ed. 2007) (estimating the number of drugs at 10,000). But see Ctr. for Drug Evaluation & Research (CDER), Drugs@FDA: FDA Approved Drug Products, http://www.accessdata.fda.gov/Scripts/cder/DrugsatFDA (last visited Nov. 10, 2009) (listing approved products and reporting 5996 prescription and over-the-
FDA approved 8076 new drug applications from 1938–1962 and an additional 3638 from 1963–2006.\textsuperscript{61} Seventy-five safety-related withdrawals, out of 3638 approvals granted after the 1962 Drug Amendments, is roughly 2%. Pillans detected a recent increase in the rate of drug withdrawals and notes that there are competing explanations, such as laxer approval standards, higher overall levels of drug availability and consumption, or improved systems for detecting safety problems.\textsuperscript{62} A current estimate is that 20% of all drugs receive a black-box warning and about 4% are withdrawn for safety reasons.\textsuperscript{63}

Consistent with an upward trend, the last ten years saw a spate of incidents where serious risks came to light after drugs were approved.\textsuperscript{64} Beyond the Vioxx problem, there was fulminant liver failure with troglitazone (Rezulin),\textsuperscript{65} suicidal ideation in youngsters taking antidepressants (selective serotonin reuptake inhibitors or SSRIs),\textsuperscript{66} rhabdomyolysis and kidney failure in people taking cholesterol drugs and biologic therapies as of Nov. 10, 2009). The 5996 figure reportedly includes most prescription and over-the-counter drugs and therapeutic biologics approved for use in the United States since 1939 and excludes products that were not approved through new drug applications (NDA) or biologic license applications (BLA), drugs that failed to achieve FDA approval, drugs approved outside the United States but not in the United States, and dietary supplements. See id. (follow link for “FAQ” and scroll to questions three and four). The apparent discrepancy with higher estimates is unexplained but likely reflects drugs that were approved through alternative pathways, including pre-1938 drugs that were generally recognized as safe and roughly 4000 drugs approved 1938–1962 for safety alone, which subsequently went through the Drug Efficacy Study Implementation (DESI) process to confirm efficacy. See CTR. FOR DRUG EVALUATION & RESEARCH, U.S. FOOD & DRUG ADMIN., THE HISTORY OF DRUG REGULATION IN THE UNITED STATES 15 (2006), available at http://www.fda.gov/downloads/AboutFDA/WhatWeDo/History/ProductRegulation/PromotingSafe andEffectiveDrugsfor100Years/UCM114469.pdf.


65 See Gerald A. Faich & Richard H. Moseley, Troglitazone (Rezulin) and Hepatic Injury, 10 PHARMACOEPIEMDIOLoGY & DRUG SAFETY 537 (2001); David Graham et al., Incidence of Idiopathic Acute Liver Failure and Hospitalized Liver Injury in Patients Treated with Troglitazone, 98 AM. J. GASTROENTEROLOGY 175 (2003).

terol-lowering cerivastatin (Baycol),\textsuperscript{67} QT prolongation and ventricular arrhythmias with the gastroesophageal reflux drug cisapride (Propulsid),\textsuperscript{68} cardiac problems with the antihistamines astemizole (Hismanal) and terfenadine (Seldane),\textsuperscript{69} and a suite of health risks for women using hormone replacement therapy (HRT).\textsuperscript{70} The Governmental Accountability Office (GAO) counted ten safety-related withdrawals between 2000 and March 2006.\textsuperscript{71} More recent problems have included cardiovascular risks with diabetes drugs;\textsuperscript{72} reports of esophageal cancer and necrotic jawbones in patients taking osteoporosis drugs;\textsuperscript{73} elevated blood pressure among patients taking popular hyperactivity drugs;\textsuperscript{74} this list is far from exhaustive. “It has been estimated that as many as half of all new drugs have at least one serious adverse effect that is unknown at the time of drug approval.”\textsuperscript{75}

\begin{footnotesize}
\begin{enumerate}
\item See Diane Wysowski et al., Postmarketing Reports of QT Prolongation and Ventricular Arrhythmia in Association with Cisapride and Food and Drug Administration Regulatory Actions, 96 Am. J. Gastroenterology 1698 (2001).
\item See Amalia M. Issa, Clinical Applications of Pharmacogenomics to Adverse Drug Reactions, 1 Expert Rev. Clinical Pharmacology 251, 253 (2008).
\item Furberg & Furberg, supra note 60, at 8.
\end{enumerate}
\end{footnotesize}
David Slavin has remarked that high public trust is typically associated with low perceived risk and vice versa.\textsuperscript{76} Late-discovered risks and drug withdrawals both tend to be seen as regulatory failures, as evidence that regulators made mistakes.\textsuperscript{77} Public confidence in FDA fell from 80% in the 1970s to 61% in 2000; 56% in 2004; and 36% in 2006.\textsuperscript{78} Certainly, there have been instances where premarket studies (or early clinical experience in the postmarket period) gave early signals of a safety problem on which regulators failed to press. Such allegations were voiced in connection with Vioxx.\textsuperscript{79} Obviously, if safety signals exist but elicit a flaccid regulatory response, then that is a problem that needs to be corrected. However, too much focus on regulator fault obscures a deeper problem: "In reality, almost all postmarketing safety issues involve rare adverse events that could not have been detected prior to marketing."\textsuperscript{80} The problem may not be failure of the regulator; it may be failure of the evidentiary paradigm.

\textbf{B. The Role of Randomized, Controlled Trials}

FDA's post-1962 evidentiary paradigm concentrated research and regulatory effort in the premarket period, before products are approved.\textsuperscript{81} Congress gave FDA little power to require ongoing studies past the point of drug approval,\textsuperscript{82} and the agency was given few

\begin{itemize}
\item \textsuperscript{76} IOM, \textit{Understanding Benefits}, supra note 16, at 29 (reporting presentation of Dr. David E. Slavin).
\item \textsuperscript{77} IOM, \textit{Future of Drug Safety}, supra note 23, at 2; see also IOM, \textit{Understanding Benefits}, supra note 16, at 29 (noting that the "public misunderstands drug safety, believing that postmarketing discovery of adverse drug reactions means 'somebody messed up'").
\item \textsuperscript{78} Hutt, supra note 10, at 443 (citing Harris Poll survey results reported by Bill Hubbard and Steven Grossman, April 11, 2007).
\item \textsuperscript{80} IOM, \textit{Understanding Benefits}, supra note 16, at 29 (reporting presentation of Dr. Brian L. Strom); see also Sally Robinson et al., \textit{Inst. of Med., Emerging Safety Science: Workshop Summary 2} (2008) [hereinafter IOM, \textit{Emerging Safety Science}], available at http://books.nap.edu/openbook.php?record_id=11975 ("With current methods, it is unlikely that rare safety problems will be identified prior to approval.").
\item \textsuperscript{81} Barbara J. Evans & David A. Flockhart, \textit{The Unfinished Business of U.S. Drug Safety Regulation}, 61 \textit{Food & Drug L.J.} 45, 53–54 (2006); see also Kessler & Vladeck, supra note 11, at 485 (citing FDA’s relative staffing of pre- and postmarket functions to demonstrate the agency's heavy historical emphasis on premarket regulation).
\item \textsuperscript{82} See generally GAO, \textit{Drug Safety}, supra note 71 (evaluating the weakness of FDA's powers during the postmarket period and proposing reforms); see also discussion infra Part V.A.1 (describing FDA’s limited powers during the postmarket period prior to passage of FDAAA).
\end{itemize}
tools—other than the “blunt instrument”83 of revoking a previously granted approval—with which to manage late-emerging risks. By 2005, FDA was employing 1000 people to review approval applications for a few dozen new drugs each year, but only had 100 professional employees engaged in postmarket monitoring of 3000 approved prescription drugs plus about 8000 over-the-counter medications.84 This front-loaded paradigm rested on a conceit that premarket studies can identify a drug’s material risks and benefits before it goes on the market. This is now known not to be the case. “At the time of approval, the benefit-risk profile of a typical drug is not fully understood. It is only after approval and widespread use that the profile will become fully understood.”85 If approval is a necessary step to discover a drug’s risks, then risks will not be known at the time of approval. That is the intrinsic flaw in the 1962 evidentiary paradigm.

Randomized, controlled clinical trials86 (RCTs) occupy a central position in that paradigm.87 When FDA was implementing the 1962 Drug Amendments, RCTs had only recently emerged as the preferred method for evaluating medical treatments. The first modern, multicenter randomized, controlled clinical trial was reported in 1948.88

83 IOM, FUTURE OF DRUG SAFETY, supra note 23, at 153; see also discussion infra Part V.G (discussing FDA’s lack of authority, prior to FDAAA, to require labeling changes to manage new risks discovered during the postmarket period).
84 Kessler & Vladeck, supra note 11, at 485.
85 IOM, UNDERSTANDING BENEFITS, supra note 16, at 4.
86 The term “clinical trial” is variously defined but the common elements of most definitions are as follows: The study is prospective, following study subjects forward in time from a defined baseline point. Friedman et al., supra note 54, at 2; Furberg & Furberg, supra note 60, at 11. The baseline point need not correspond to a particular calendar date but might be defined as a stage of illness that all subjects exhibit on whichever dates they enter the study. Friedman et al., supra note 54, at 2. Concurrent groups of study subjects receive either an intervention (one or more treatments that are under study) or a control (either a placebo or an alternative treatment with which the intervention is being compared). If a clinical trial is randomized, subjects are assigned randomly to receive either the intervention or the control. Id. at 2; Furberg & Furberg, supra note 60, at 11. There is a predefined primary question to be answered and, at most, a limited number of predefined secondary questions that are related to the primary question. Friedman et al., supra note 54, at 16–17.
88 Friedman et al., supra note 54, at 1 (citing Streptomycin in Tuberculosis Trials Comm., Med. Research Council, Streptomycin Treatment of Pulmonary Tuberculosis, 2 Brit. Med. J. 768, 769–78 (1948)); Califf, supra note 25, at 496 (same). But see Friedman et al., supra note 54, at 1 (noting the use of randomization via coin toss in a 1931 clinical trial, J.B. Amberson et al., A Clinical Trial of Sanocrysin in Pulmonary Tuberculosis, 25 Am. Rev. Tuberculosis 401 (1931), which also was the first reported study to use blinding).
Until FDA began requiring RCTs, it was not uncommon to assess efficacy by comparing people treated with a drug to historical controls—that is, to people treated in earlier years with the then-standard care. Safety data were not well standardized and sometimes consisted only of laboratory and animal studies. Efficacy studies can be biased when they rely on historical controls. For example, patients on a newer drug may get well because of unrelated changes in patient care, or their improvement may reflect unexplained trends in the prevalence and severity of disease. RCTs, which include contemporaneous control subjects, avoid these historical biases.

Randomization eliminates additional types of bias, such as allocation bias that might arise if investigators picked people to receive the intervention instead of the control and subliminally assigned healthier-looking subjects to receive the intervention. Double-blinding is an additional enhancement that eliminates ascertainment bias (the tendency to perceive improvement in patients known to be receiving the intervention) by keeping the investigators and subjects unaware of their treatment assignments. A trial can be an RCT without being blinded. For example, blinding may be impossible in a trial where patients are randomly assigned to receive psychoanalysis versus a drug to treat their depression; people will know which one they received. Blinding is feasible in most clinical drug trials, which typically compare one pill to another. Thus, in FDA drug studies, “RCT” generally means a double-blinded RCT.

89 See generally Henry Sacks et al., Randomized Versus Historical Controls for Clinical Trials, 72 Am. J. Med. 233 (1982) (providing a meta-analysis of results from RCTs and trials that had used historical controls in contexts where both had been performed).


91 See Friedman et al., supra note 54, at 48–49 (discussing an unexplained decline in coronary heart disease in the general population over the past twenty years, which could create a false appearance that new treatments are effective if they were compared to historical controls).

92 For a definition of randomization, see supra note 86.

93 Furburg & Furburg, supra note 60, at 14–15.

94 Id. at 15.

FDA's premarket evidentiary requirements for drugs include preclinical investigations (laboratory and animal studies) followed by three phases of clinical studies in humans. The required phase I and phase II studies, though often referred to as "trials," are not actually RCTs in a strict sense. Phase III drug trials truly are RCTs. FDA also may require RCTs for a subset of medical devices which, due to their novelty and/or significant risk, fall under FDA's premarket approval (PMA) requirements. Devices that are less novel and risky pass through a less-rigorous clearance process that generally does not require full-fledged clinical trials, but does require premarket research to support the risk classification and to validate any analytical or clinical claims their sponsors plan to make about them.

Califf notes that "it was only in the 1970s that the clinical trial became a widely-accepted tool for the biomedical enterprise." The fact that FDA interpreted the 1962 amendments as requiring their widespread use may have contributed to this growing acceptance in the 1970s. Today, RCTs are regarded by many as the "gold standard" for evaluating new drugs. However, this statement is subject

96 21 C.F.R. § 312.23(a)(8) (2009); see also Levitt et al., supra note 20, at 160.
98 Friedman et al., supra note 54, at 3–5; see also supra note 86 (defining RCT).
99 Friedman et al., supra note 54, at 5; IOM, Preventing Medication Errors, supra note 97, at 56.
100 See 21 U.S.C. § 360e (2006); 21 C.F.R. §§ 814, 860.7 (2009); see also Howard M. Holstein & Edward C. Wilson, Developments in Medical Device Regulation, in 2 Fundamentals of Law and Regulation, supra note 20, at 257, 282 (noting that evidentiary standards for devices subject to premarket approval are potentially less rigorous than for drugs, but that FDA often requires RCTs).
101 See FDCA §510(k), 21 U.S.C. § 360(k); 21 C.F.R. §§ 807.81–807.100; see also Nagareda, supra note 3, at 8–12 (comparing and contrasting the evidentiary requirements for 510(k) and PMA devices).
102 Califf, supra note 25, at 496.
103 See, e.g., Weisman et al., supra note 95, at 130 ("Randomized clinical trials with blinding are the gold standard for drug evaluations of safety and efficacy but may not be possible in device studies."); Califf, supra note 25, at 496 ("As randomized controlled trials have become the 'gold standard' for medical research, a complex regulatory structure for the conduct of clinical trials has emerged."); Jonathan B. Perlin & Joel Kupersmith, Information Technology and the Inferential Gap, 26 Health Aff. 192, 192 (2007) (noting that "[r]andomized controlled trials are the current gold standard of evidence development" but discussing limits to their generalizability to real-world patient care); T. Pincus, Limitations of Randomized Controlled Clinical Trials to
A NEW EVIDENTIARY PARADIGM

to certain qualifications. Because RCTs eliminate biases to the internal validity of study results (such as the allocation, ascertainment, and historical biases mentioned earlier) they are correctly regarded as the highest-quality evidence of drug efficacy. However, the same may not be true with respect to drug safety, and it is increasingly clear that RCTs may not provide a complete picture of a drug’s effectiveness. Efficacy (how well a drug works for carefully chosen trial subjects in the ideal setting of a clinical trial) and effectiveness (how well it works in real patients in the actual health-care setting) can be two different things.

C. Evidentiary Paths Not Taken in 1962

The perceived strength of medical evidence varies depending on the study design. Efforts to define a hierarchy of evidence generally accord the highest ranking to RCTs and properly performed meta-analyses of multiple RCTs. Just below this is evidence from well-

Depict Accurately Long-Term Outcomes in Rheumatoid Arthritis, 57 ZEITSCHRIFT FÜR RHEUMATOLOGIE 46, 46 (1998) (noting that RCTs are regarded as the “gold standard” but criticizing their limitations); David L. Sackett et al., Evidence Based Medicine: What It Is and What It Isn’t, 312 BRIT. MED. J. 71, 72 (1996) (noting that while RCTs are the “gold standard,” some questions about therapy can be answered by other methods or may be too time-sensitive to await trial results (internal quotation marks omitted)).

IOM, PREVENTING MEDICATION ERRORS, supra note 97, at 57 (“While randomized controlled trials are considered the gold standard for assessing efficacy, they rarely provide all the information needed in clinical practice.”); John Concato et al., Randomized, Controlled Trials, Observational Studies, and the Hierarchy of Research Designs, 342 NEW ENG. J. MED. 1887, 1887 (2000) (“Randomized, controlled trials . . . have become the gold standard for assessing the effectiveness of therapeutic agents.”); Furberg & Furberg, supra note 60, at 17 (“[R]andomized controlled trials are the gold standard for evaluating the efficacy of medical interventions.”).

See infra Part II.

See infra Part IV.

Leslie L. Roos et al., Strengths and Weaknesses of Health Insurance Data Systems for Assessing Outcomes, in IOM, MODERN METHODS, supra note 37, at 47, 50–51; see also Pillans, supra note 62, at 700 (noting that real-world practice is “far removed from the premarketing clinical trial conditions”).


Friedman et al., supra note 54, at 42; Concato et al., supra note 104, at 1888. But see Duh et al., supra note 63, at 32–33 (discussing potential flaws if meta-analyses are not carefully conducted).
designed controlled trials that lack randomization. Farther down in the rankings are various study designs that, collectively, are called "observational studies." These include individual case reports (lowest in the hierarchy of evidence) describing, for example, what happened to one patient who took a particular drug; case series that compile multiple such reports; and uncontrolled experiments that produce results too dramatic to be the product of chance (for example, early uses of penicillin to treat bacterial disease). They also include cross-sectional studies, case-control studies, cohort and registry studies, which enjoy intermediate positions in the hierarchy of evidence. The term "outcomes research" also is used to refer to observational studies that follow groups of patients over time to observe their health outcomes or analyze (prospectively or retrospectively) factors that may contribute to those outcomes. Evidence from large, well-designed cohort or case-control studies enjoys a fairly high ranking, just below controlled trials that lack randomization.

Concato et al. credit a landmark 1982 study with bolstering the perceived superiority of RCTs. That study identified a group of observational studies that had overstated the effectiveness of drugs relative to results from RCTs. However, those observational studies had

---

110 See Concato et al., supra note 104, at 1888; supra note 108.
111 Concato et al., supra note 104, at 1888.
112 Furberg & Furberg, supra note 60, at 29.
113 For definitions of these terms, see Concato et al., supra note 104, at 1888; Furberg & Furberg, supra note 60, at 29–33. Cross-sectional studies examine a group of patients at a single point in time without follow-up (for example, examining long-term users of a particular drug and well-matched nonusers to measure differences in their current health condition). Retrospective case-control studies compare "cases" (people who now have a medical condition) and "controls" (people without the condition), to explore whether differences in their past drug exposures or behaviors may help explain their current health differences. Prospective cohort studies track groups of people—sometimes very large groups—forward through time, recording data about their characteristics, behaviors, exposures, and eventual health outcomes. Furberg & Furberg, supra note 60, at 29–33. Registry studies are similar to cohort studies in that they are prospective studies, often using large electronic databases, of patients diagnosed with a particular disease or who received a particular treatment, to observe their eventual outcomes over the course of time. Id. at 33. Qualitative methods, such as surveys of patients’ perception of their well-being after treatment, also are used in observational research. Id.
116 Sacks et al., supra note 89, at 233–34.
117 Concato et al., supra note 104, at 1887.
relied on historical controls. Well-designed observational studies using contemporaneous control subjects can produce average results that are "remarkably similar" to RCTs. Still, observational studies can have problems, even when historical controls are not an issue.

For example, retrospective studies that inquire into past events or health conditions are subject to errors of recall, though this is not a problem in prospective observational studies. There can be allocation bias in observational studies that follow outcomes in patients who were treated with a particular drug, since the choice of therapy was not randomized. Patients and their doctors decide which drug to take or whether to take a drug at all, and patients with particular prognostic factors may disproportionately select that particular drug. A related issue is indication bias, in which doctors vary the choice of drug depending on the severity of a patient's illness. This can cause the drugs used in more severe cases to appear less effective. Alternatively, there can be a "healthy patient" bias—a tendency of insured, better-educated, and healthier people to take particular drugs. The appearance, based on observational studies, that HRT reduces heart-attack risk turned out simply to reflect the fact that healthier, wealthier women (who have a lower risk of heart disease than other women) were the ones who had access to doctors and HRT. Careful study design (for example, making sure observa-
tional groups are well matched in terms of severity of disease, income, and other prognostic factors) can help correct these problems. However, observational studies, even when well designed, can spot associations between events and outcomes but are not a good tool for proving causation.\textsuperscript{126} Thus, they are useful for generating hypotheses about what may be causing what,\textsuperscript{127} but confirming these hypotheses typically requires an RCT.

FDA's 1962 evidentiary paradigm, with its heavy reliance on premarket RCTs, was influenced by these concerns, but it also can be viewed as a response to the primitive state of 1960s information technology.\textsuperscript{128} Premarket RCTs may indeed have been the best way to assess the risk-benefit characteristics of drugs under the technological constraints of that day. "However, recent advances in information technology have . . . fuel[ed] increased interest in the question of whether alternative analytical methods might offer sufficient validity to elevate observational analysis in the hierarchy of medical knowledge."\textsuperscript{129}

Observational research flowered after 1980 in response to several stimuli. One was concern about regional disparities in healthcare practices and outcomes in the United States.\textsuperscript{130} Another was adoption of outcome-oriented accreditation standards by the Joint Commission on Accreditation of Health Care Organizations.\textsuperscript{131} The most significant factor was improved information technology and "an era of large volumes of data on platforms conducive to analyses."\textsuperscript{132} Modern cohort and registry studies often rely on large administrative databases, such as claims databases maintained by health insurers, and large clinical databases.\textsuperscript{133} Expanded availability and improved qual-

\textsuperscript{126} Id. at 36; see also Robert M. Califf, Evolving Methods: Alternatives to Large Randomized Control Trials, in IOM, Learning Healthcare, supra note 95, at 84, 84–85 (discussing observational analysis of prospective clinical databases but noting, "no amount of statistical analysis can substitute for randomization . . . when comparing alternative approaches to diagnosis or treatment"); Duh et al., supra note 63, at 34 (discussing difficulties establishing causation in the association between HRT and breast cancer).
\textsuperscript{127} Duh et al., supra note 63, at 34.
\textsuperscript{128} Evans & Flockhart, supra note 81, at 47.
\textsuperscript{129} Califf, supra note 126, at 84–85.
\textsuperscript{130} AHRQ, Fact sheet, supra note 114.
\textsuperscript{132} Califf, supra note 126, at 95.
\textsuperscript{133} Brenneman et al., supra note 131, at 1220; see also Panel on Performance Measures & Data for Pub. Health Performance Partnership Grants, Nat'l Research Council, Health Performance Measurement in the Public Sector
ity of these databases fostered new approaches that can help reduce the problems seen in historical-control studies. FDAAA calls for observational studies to play an expanded role in FDA's regulatory processes. This shift requires advanced information technology that simply was not available when FDA was developing its 1962 evidentiary paradigm.

II. LIMITATIONS OF THE OLD EVIDENTIARY PARADIGM

If RCTs are viewed as the "gold standard," then greater use of observational studies seemingly would weaken the evidence on which FDA relies. This appearance is false. The clinical trial evidence on which FDA has been basing its decisions is far weaker than many of us understood. Much of what the public thought FDA was doing for the past several decades, as it turns out, simply could not be done. FDA's regulation of drugs was comprehensive only in the public's hopes and imaginations. Expanding FDA's reliance on other forms of data will strengthen, rather than weaken, the evidentiary basis for FDA's decisions.

A. The Myth of the Premarket Safety Trial

One of the most common misconceptions about U.S. drug regulation is the belief that FDA requires RCTs to confirm the safety and efficacy of new drugs. This is almost never the case. Before FDA approves a drug, the agency requires rigorous, hypothesis-driven RCTs of efficacy, but not of safety. "[T]rials are generally not designed for the purpose of assessing adverse effects. The scientific standards that are used in evaluating an intervention for efficacy are rarely employed when evaluating possible adverse effects."
In 1983, FDA assessed the premarket studies of various drugs that had accounted for 30% of FDA approvals between 1975 and 1981. The studies had taken an average of 8.2 years. Phase I and II studies consumed roughly half that time and provided essentially all the information that would be discovered about adverse effects before drug approval. No additional adverse reactions were detected in phase III studies, which were aimed at assessing efficacy. In subsequent years, FDA took various steps to improve reporting of adverse events during phase III trials. Thus it has become common, in recent years, to see attrition of promising new drug candidates after unexpected safety problems come to light during phase III trials. Phase III trials now play an important role in safety assessment even though their primary focus is, and was intended to be, efficacy. Perhaps for this reason, many people believe phase III trials are RCTs of safety as well as efficacy.

A better description of a phase III drug trial is that it is an RCT of drug efficacy, accompanied by a small observational study of adverse events within the clinical trial population. Essential to the definition of an RCT is that there is a predefined primary question to be answered. The question often is framed as a testable hypothesis (for example, that people who receive the interventional drug will

140 Melmon, supra note 37, at 143 (discussing FDA’s 1983 survey).
141 Id.
144 Friedman et al., supra note 54, at 16; see also Furberg & Furberg, supra note 60, at 108 (defining “statistical power” as the ability to detect prespecified intervention effects).
have a lower heart-attack rate than those receiving the control drug). A predefined question is essential if a trial is to produce statistically significant results. The perils of post hoc analysis of trial data were nicely demonstrated by investigators who went back and analyzed various subgroups of patients within an old clinical trial data set. They waggishly announced their “discovery” that patients born under the sun signs Libra and Gemini had a higher risk of death when taking the interventional drug, whereas other sun signs got a distinct benefit from the drug. When a trial is not designed to study a question, apparent answers may be spurious.

In addition to its primary question, an RCT also may address a limited number of predefined secondary questions (for example, whether the intervention reduces strokes as well as heart attacks, or whether it reduces heart attacks not only in all subjects tested but also among the female subjects). The primary question is almost always a question about drug efficacy. The same is generally true of the secondary questions in phase III drug trials. In many cases, it would be impossible to define specific, testable hypotheses about drug safety in advance, since a given drug may produce many different types of adverse events, many of which are unforeseeable. Evaluating safety risks “requires knowledge, or at least tentative ideas, about what effects might occur.” Without testable safety hypotheses, there can be no RCT of safety.

Dexfenfluramine, part of the “fen-phen” combination used in treating obesity, produced reports of heart-valve abnormalities within a year of its FDA approval and eventually was withdrawn after millions of patients had taken it. Premarket trials had not caught this problem. With no expectation of heart-valve impacts, the trials had not included echocardiography that might have detected them.

---
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152 Furberg & Furberg, supra note 60, at 19–20.
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Even if FDA required RCTs of safety, it is unlikely the revealing hypothesis would have been put forward in this instance. Even when adverse effects are foreseen, the fact that one drug can have many potential risks means that premarket RCTs of safety would need to test a whole array of hypotheses (for example, hypotheses related to kidney function, liver function, heart-valve status, impact on eyesight, blood-clot risk, etc.). RCTs that attempt to test multiple hypotheses may fail to yield statistically significant results unless they involve very large numbers of research subjects. This is why RCTs can address only a limited number of primary and secondary questions.

Another problem concerns the ethics of safety-related RCTs. If the suspicion of a particular drug-related risk is strong enough to generate a testable hypothesis, an RCT may well be unethical. When an important safety problem is suspected, such a trial would involve deliberately exposing test subjects to possible harm. Its ethical acceptability would depend on the expected balance of benefits and harms. In a recent guidance document, FDA called for phase II and III studies of type-2 diabetes drugs to examine specific safety-related variables bearing on cardiovascular risk. The guidance recommends lengthening these trials from the typical three to six months to a minimum of two years to improve detection of such risks. It also calls for including subjects, such as elderly patients and patients with kidney impairment, who are at higher risk of experiencing cardiovascular events. "Until now, manufacturers had only to show that their drugs reduced blood sugar levels." That is, they only tested efficacy hypotheses.

155 Friedman et al., supra note 54, at 18.
156 See id. at 21, 123–25, 171, 307–08, 318; Furberg & Furberg, supra note 60, at 110.
157 Friedman et al., supra note 54, at 18; Furberg & Furberg, supra note 60, at 21.
158 See Friedman et al., supra note 54, at 18 (commenting that "rigorous, convincing demonstration of serious toxicity is usually not achieved because it is generally thought unethical to continue a study to the point at which a drug has been conclusively shown to be more harmful than beneficial"); see also 45 C.F.R. § 46.111 (2009) and related FDA regulations at 21 C.F.R. § 56.111 (2009) (requiring minimal risks to subjects and a reasonable relation of risks to anticipated benefits of the research).
159 FDA, Diabetes Mellitus, supra note 72.
160 Id. at 3.
161 Id. at 4.
162 Id. at 3.
Ethics of this new guidance are delicate. In general, “any participant for whom the intervention is known to be harmful should not be admitted to the trial.”164 In this instance, it may be justifiable to include high-risk patients and lengthen their exposure to experimental therapies, since the suspicion of cardiovascular risk is based on experience with the broader class of diabetes drugs165 rather than being a particularized suspicion about the test drugs themselves. Moreover, the at-risk patients in the trial have a potential for direct, personal benefit as new therapies become available, since their disease is chronic in nature and will require ongoing treatment after the trial concludes.166

As a general matter, FDA’s premarket studies do not include rigorous hypothesis-testing RCTs of drug safety. Instead, FDA requires what amount to small, premarket observational studies of adverse events among the people who participate in trials. FDA requires reporting of adverse events seen in the trial subjects.167 All serious events, like deaths or hospitalizations, must be reported whether or not they are thought to be drug-related; the goal is to spot unknown or unexpected associations as well as those that were anticipated.168 This inclusiveness makes sense, given the unpredictable nature of adverse events, but it generates a large flow of data, making it hard to spot associations that really may be drug-related.169 Confirming causation would require an RCT. The trial population is too small to provide even high-quality observational evidence of safety.170

The best available estimate of drug-related risks, at the time a drug is approved, may be the difference in reported adverse events between the control group and the intervention group in the phase III trial.171 Such estimates generally lack statistical significance and are subject to various confounding factors. For example, in one beta-blocker trial, 66% of the group receiving the placebo reported shortness of breath, even though only 6% of those people had any prior history

164 Friedman et al., supra note 54, at 35.
166 See FDA, Diabetes Mellitus, supra note 72, at 2.
167 Friedman et al., supra note 54, at 180.
168 Furberg & Furberg, supra note 60, at 69.
169 Id. at 69–70.
170 See discussion infra Part II.B.1.
171 Furberg & Furberg, supra note 60, at 70.
of this problem.\textsuperscript{172} Such results can cast doubt on the reliability of events reported by the people who actually were taking the drug. Asking trial subjects questions about adverse events may bias their perceptions of whether events occurred.\textsuperscript{173} Adverse event reports tend to be unsystematic, without consistent classifications and often lacking data on the severity (as opposed to the frequency) of events.\textsuperscript{174} Intrastudy inconsistencies are not uncommon.\textsuperscript{175} When publishing trial results, there is a tendency to downplay or even to fail to report adverse event rates.\textsuperscript{176} The fact that safety findings tend to be of low evidentiary quality may contribute to this underreporting. Data on why subjects terminated their participation in a trial also are poorly reported.\textsuperscript{177} Thus, it may be unknown whether people who quit a study did so because of side effects that did not rise to the level of a reportable adverse event.

B. Methodological Limitations of Premarket Safety Studies

Key methodological limitations of premarket safety studies include inadequate size, inadequate duration, and problems with the generalizability of results.\textsuperscript{178} FDA has not concealed these limitations\textsuperscript{179} but they remain poorly understood by the public, physicians, and academics.

1. Trial Size

Premarket drug trials are simply too small to detect rare adverse events, yet even rare risks can generate large numbers of casualties once a drug is marketed to millions of people.\textsuperscript{180} The sample size for a clinical trial—how many subjects need to be included in the study to

\textsuperscript{172} FRIEDMAN ET AL., supra note 54, at 171 (citing Robert P. Byington, Beta-Blocker Heart Attack Trial Research Group, Beta-Blocker Heart Attack Trial: Design, Methods, and Baseline Results, 5 Controlled Clinical Trials 382 (1984)).

\textsuperscript{173} Id. at 172–76 (discussing difficulties in ascertaining the rate of adverse events in a trial).
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\textsuperscript{176} Id. at 171; see also FUBERG & FUBERG, supra note 60, at 70 (discussing studies that show underreporting of adverse events in publications resulting from trials).

\textsuperscript{177} FUBERG & FUBERG, supra note 60, at 70.

\textsuperscript{178} See FRIEDMAN ET AL., supra note 54, at 182; Pillans, supra note 62, at 700.

\textsuperscript{179} Melmon, supra note 37, at 142.

\textsuperscript{180} IOM, FUTURE OF DRUG SAFETY, supra note 23, at 37–38.
produce statistically significant results—is based on the primary question which, in a phase III drug trial, is a question about drug efficacy. It typically requires a larger sample size to answer questions about safety than it takes to answer questions about a drug’s efficacy. Thus premarket trials, which are designed to provide statistically significant results about efficacy, may fail to shed much light on safety.

The required sample size for a clinical trial depends on several factors. One of the most important factors is the underlying event rate. Suppose the primary question is whether the interventional drug reduces the rate of heart attacks. The event rate is how often people in the study would be expected to have a heart attack under ordinary circumstances (that is, in the absence of taking the interventional drug). It requires a larger sample size to study a rare event than a common one, since the question can only be studied as the event actually occurs. The sample size also depends on how dramatically the interventional drug is expected to change the underlying event rate. Fewer test subjects are needed if the interventional drug is expected to cut heart-attack rates in half, than if it is expected to cut heart-attack rates by 5%. This is simple common sense: it is harder—it requires more subjects—to be sure of a minor change than a dramatic one.

Sample size is extremely sensitive to these two variables: the underlying event rate and the expected change caused by taking the interventional drug. Here is the problem with safety evaluations: the underlying event rate for the primary efficacy question in a trial (for example, the heart-attack rate) may be quite different from the rate of possible drug-related adverse events (for example, drug-related kidney failure). Study subjects likely would be chosen to be in the trial because of their high risk of heart disease and might, for example, have an expected heart-attack rate of 20% (1-in-5) over the duration of the trial. The potential rate of drug-related kidney failure might be much lower, for example 1-in-10,000 or even 1-in-100,000. One or two thousand subjects may well be enough to give statistically significant answers to the efficacy question. If an adverse event has a 1-in-10,000 incidence rate, around 30,000 interventional subjects would be needed to have a 95% probability of spotting even one case of it;
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65,000 would be needed to spot three cases.\textsuperscript{185} Including control subjects, a safety trial would need to be much larger than the usual phase III trial, which typically includes 600–3000 subjects.\textsuperscript{186} To detect the 1-in-20,000 chance of serious liver toxicity in bromfenac, an NSAID that stayed on the market for less than a year in 1997–1998, an estimated 60,000 subjects would need to have been exposed to the drug in trials.\textsuperscript{187} By one estimate, three million trial subjects would have been required to detect the risk of aplastic anemia with the antibacterial drug chloramphenicol.\textsuperscript{188} “Even if assessment of adverse effects is a major objective of the study, a trial’s size will not generally be increased in an effort to improve the likelihood of reliably detecting such effects.”\textsuperscript{189}

2. Trial Duration

Clinical trials are poor instruments for detecting long-term risks.\textsuperscript{190} Phase III trials typically last one to four years and may include 1000 to 10,000 patients of whom only a few hundred patients typically receive the new drug for more than three to six months.\textsuperscript{191} “[O]nly the most profound and overt risks and side effects that occur immediately after taking a drug can be detected” (and then only if the side effect occurs fairly frequently, such as once in one hundred times the drug is taken).\textsuperscript{192} FDA increasingly is required to assess products intended for long-term use as America’s disease burden shifts from acute, infectious diseases toward chronic health conditions. Tens of millions of Americans regularly consume drugs for chronic conditions like depression, arthritis, diabetes, high cholesterol, and osteoporosis.\textsuperscript{193} Yet very few clinical trials last more than four or five
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years.\textsuperscript{194} A short-duration trial obviously cannot assess risks and benefits, thirty or forty years hence, of giving cholesterol-lowering statins to eight-year-olds, as recommended in a recent set of clinical guidelines.\textsuperscript{195} Assessing safety via RCT would require a multi-decade trial.

Americans have never been patient about long regulatory delays in getting new medical products approved. The average time from drug creation to FDA approval was two-and-a-half years before the 1962 amendments.\textsuperscript{196} By 1980, the lag had increased to seven to thirteen years\textsuperscript{197} and a series of governmental studies attributed the delay largely to the 1962 amendments.\textsuperscript{198} In 1984, Congress passed the Hatch-Waxman Amendments\textsuperscript{199} to mitigate the impact these long delays were having on drug patent life. Between 1987 and 1992, FDA implemented several policies aimed at reducing delays that were allegedly hindering access to promising new drugs for AIDS and cancer.\textsuperscript{200} Recent years have seen patients pressing federal courts for relief when FDA's clinical trial process delays access to desired, unapproved therapies.\textsuperscript{201} Clinical trials are too short to answer questions about long-term risks, but they already seem too long to patients desperate for new therapeutic options.\textsuperscript{202}
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3. Generalizability

Clinical trial results often are not generalizable to the larger population that will consume a drug once it is approved. Real patients may be younger, older, healthier, sicker, or more or less at risk than the carefully chosen trial subjects on whom new drugs are tested. If a treatment depends on the skill with which it is administered (for example, an implantable medical device where outcomes vary depending on the surgeon’s skill) or on follow-up care (such as close monitoring to detect adverse events before they inflict serious injury), clinical trials may give unduly rosy assessments of its performance in routine clinical settings.

David Eddy points out that all study designs, including RCTs, have biases; the biases are simply different for different study designs. RCTs reduce biases to the internal validity of a study—biases that might make the interventional drug look better than it actually is in the setting of the clinical trial. Internal biases include the allocation and ascertainment biases discussed earlier, which randomization and blinding help eliminate. In contrast, generalizability goes to the external validity of study results—whether conditions in the trial are biased relative to the external clinical setting where patients, medical techniques, and other factors may be different. Certain observational study designs, such as large cohort or case-control studies that sample data from a large number of patients in various healthcare settings, are superior to RCTs in avoiding biases to external validity. Large prospective registries that track people who take a drug once it is approved are more representative of the real population than limited-eligibility RCTs. The notion that RCTs have fewer biases than observational studies is inaccurate; they reduce internal biases.

Clinical trials admit subjects who are, on average, less likely to suffer adverse events than other people. High-risk patients are deliberately excluded from trials both for commercial reasons to
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make the interventional drug look good) and for ethical reasons (to minimize risks to research subjects). A Finnish study looked at 400 patients hospitalized for gastric ulcer and asked which of the patients would have met eligibility criteria to participate in a typical prospective drug trial. 212 Seventy-one per cent of the highest-risk patients (defined as those who, over a five to seven year period, eventually died or experienced serious complications from their ulcers) would have been excluded from the typical clinical drug trial. 213 FDA's recent guidance calling for higher-risk subjects to be included in diabetes drug trials 214 is an exception to the usual rule, which is that drugs are approved based on small observational safety studies (clinical trial adverse event statistics) in a carefully selected population of low-risk patients.

A related point is that FDA conceives drug safety 215 as a benefit-risk ratio: a drug is "safe" if its benefits compare favorably to its risks. 216 If the trial subjects are more likely than other patients to experience benefits from taking the drug, then its benefit-risk ratio will be overstated and so will be its safety. 217 Suppose a drug is expected to reduce rate of heart attacks by 20%. The trial eligibility criteria

---
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214 See FDCA, DIABETES MELLITUS, supra note 72; see discussion supra Part II.A.
215 See FDCA § 505(d), 21 U.S.C. § 355(d) (2006) (requiring a drug to be "safe for use under the conditions prescribed, recommended, or suggested in the proposed labeling thereof").
217 See David M. Kent & Rodney A. Hayward, Limitations of Applying Summary Results of Clinical Trials to Individual Patients: The Need for Risk Stratification, 298 JAMA 1209, 1209 (2007) ("There is growing awareness that the results of randomized clinical tri-
select subjects who are at high risk of heart attack (for example, a 40% annual risk of suffering a heart attack). For these people, the drug offers an eight-percentage-point reduction (20% x 40%) in heart-attack risk. This eight-point reduction is a large benefit and compares favorably to the drug’s small risk of adverse events, so the drug is deemed safe. It may not be safe for patients at lower risk of having a heart attack. A patient with a 5% heart-attack risk can only expect to get a one-point reduction in that risk (20% x 5%). This one-point benefit may not compare favorably to the drug’s risks. Drug safety depends not only on a patient’s level of risk for adverse effects, but on the patient’s level of risk for the condition the drug is intended to treat.218 Trial subjects tend to differ from other patients in both these risk factors.

The generalizability of trial results can be improved by making certain changes to the trial design.219 However, when the purpose of a trial is to generate data to support an application for FDA approval, there are limits to how much generalizability can be attained. Exclusion criteria for a phase III drug trial serve various objectives of which generalizability is only one. Other objectives include complying with FDA’s ethical requirement that risks to research subjects be minimized,220 and selecting subjects in whom efficacy can be tested clearly and expeditiously. As a result, phase III drug trials are susceptible to problems with generalizability.

III. THE OLD PARADIGM: REPAIR OR REPLACE?

Even today, faith in the old paradigm runs deep. There is a tendency to assume that more evidence development means more premarket evidence development—as if that were the only methodological possibility.221 In response to drug safety problems one often hears calls for more premarket clinical trials, longer trials, and tighter regulatory scrutiny of trial data before new products go on the market—

---

218  Id. at 1209.
219  See Friedman et al., supra note 54, at 19–20 (discussing large simple trials in which characterization of research subjects at entry is done according to broader, less detailed criteria); Califf, supra note 126, at 85–86 (discussing practical clinical trials).
221  See, e.g., Epstein, supra note 43, at 3 (discussing a “call for further information (and further delay) in the FDA process as a precondition for federal preemption”). Generating further information entails delay only under a presumption that the information is generated prior to approval. Postmarket evidence development would not delay consumer access to new products.
that is, to keep the same paradigm but apply it more thoroughly. Conducting more and longer clinical trials might be the solution, if the problem were simply a lack of trial data. Two cases that may fit this description are: (1) off-label use of drugs, and (2) laboratory-developed tests (LDTs) that are not subject to FDA's device clearance or PMA processes. In both cases, there are genuine gaps in data and it is at least plausible to call for additional premarket trials as a way to improve patient safety (although, frankly, it is not clear off-label use injures patients at a rate disproportionate to its share of overall prescriptions written, nor are there data substantiating that).

222 Pillans, supra note 62, at 700 (noting lack of trial data on off-label use). Off-label use involves prescribing FDA-approved products for novel indications (or to new patient subpopulations) that were not tested in the trials that served as the basis for product labeling and approval. See FDA, Sentinel Initiative, supra note 137, at 5; IOM, Future of Drug Safety, supra note 23, at 39, 122; see also Rebecca Dresser, The Curious Case of Off-Label Use, HASTINGS CTR. REP., May/June 2007, at 9, 9 (providing an overview and statistics on off-label use); Barbara J. Evans, What Will It Take to Reap the Clinical Benefits of Pharmacogenomics?, 61 Food & Drug L.J. 753, 783–85 (2006) (discussing special problems of off-label use of drugs and diagnostic tests designed for use together); Margaret Z. Johns, Informed Consent: Requiring Doctors to Disclose Off-Label Prescriptions and Conflicts of Interest, 58 HASTINGS L.J. 967, 969–71 (2007) (discussing risks and calling for informed consent when drugs are used off-label); David C. Radley et al., Off-Label Prescribing Among Office-Based Physicians, 166 ARCHIVE INTERNAL MED. 1021 (2006) (providing empirical data on off-label prescribing).


224 Concern about off-label use ultimately rests on a presumption that on-label uses (which have been tested in clinical trials) offer a superior risk-benefit ratio to off-label uses (which have not been so tested). However, a 2003 study found that the risk-
LDTs are causing diagnostic errors or patient injuries).\textsuperscript{225} Another example was FDA's recent guidance on diabetes drug trials.\textsuperscript{226} In that case, there was a specific, identifiable gap in trial data that could be addressed through relatively small changes to the size, length, and exclusion criteria of clinical trials; these changes appear to be ethically justifiable. Beyond special cases such as these, it is problematic to require more, bigger, and longer premarket trials.

A new meningococcal conjugate vaccine, approved by FDA in 2005, suggests how big trials might have to be to detect safety problems. Given the devastating consequences of contracting meningitis, which can cause death or serious and permanent disability, vaccination of all adolescents was recommended and 5.7 million doses of the new vaccine were distributed during the first fifteen months after approval.\textsuperscript{227} In that same period, there were fifteen spontaneous reports of Guillain-Barré syndrome, which can cause paralysis or

\textit{benefit ratio for untested therapies entering phase I oncology studies was not clearly worse than the risk-benefit ratios of many FDA-approved chemotherapeutic agents. These wholly untested chemotherapies, in many instances, were just as safe and effective as FDA-approved therapies that had successfully passed through all three phases of clinical trials. Manish Agrawal & Ezekiel J. Emanuel, \textit{Ethics of Phase I Oncology Studies: Reexamining the Arguments and Data}, 290 JAMA 1075, 1077 (2003). A recent study estimated that 21% of the 725 million annual prescriptions written in the United States were for off-label use. IOM, \textit{Future of Drug Safety}, supra note 23, at 39. A 2006 study found just over 20% of prescriptions were off-label with statistics varying significantly depending on the class of drug. See U.S. Gov't Accountability Office, GAO-08-835, \textit{Prescription Drugs: FDA's Oversight of the Promotion of Drugs for Off-Label Uses 2} (2008) (citing Radley et al., supra note 222). Only 15% of off-label uses actually lack any supporting data. Radley et al., supra note 222, at 1029. For all uses of FDA-approved drugs (on-and off-label), it is estimated that only 60% of prescriptions written deliver their desired therapeutic benefits. Tim Peakman & Steve Arlington, \textit{Putting the Code to Work: The Promise of Pharmacogenetics and Pharmacogenomics}, 2 Drug Discovery World 35, 36 (2001) (stating a weighted average across various classes of drugs). Seven percent produce serious drug-related injuries or death. Jason Lazarou et al., \textit{Incidence of Adverse Drug Reactions in Hospitalized Patients: A Meta-Analysis of Prospective Studies}, 279 JAMA 1200, 1202 (1998). The remaining third (that is the total drugs prescribed, minus the 60% that produce benefits, minus the 7% that produce harms) reflect non-response. There are no comparable statistics relating specifically to unsubstantiated off-label uses, so it is not known whether off-label uses account for a disproportionate share of overall drug-related injuries and deaths.}

\textsuperscript{225} SACGHS, U.S. Oversight, supra note 223, at 32. Note, however, that CLIA does not require reporting of adverse events with LDTs. Absence of reports may imply a lack of adverse events, or it may simply mean that events are not being reported. \textit{Id.}

\textsuperscript{226} FDA, \textit{Diabetes Mellitus}, supra note 72.

death. In 2007, FDA heard testimony that available postmarket databases were simply too small to answer whether there may be a causal connection between the vaccine and Guillain-Barré syndrome. Those databases allowed study of 100,000 patients who had taken the vaccine after its approval. In that 100,000-person population, not a single case of Guillain-Barré had been observed. Yet, obviously, 100,000 interventional subjects is a larger population than could have been included in a premarket drug trial.

A clinical trial that administered 100,000 doses presumably would have had to involve twice that many participants, some receiving the new product and some serving as controls. Enrolling 200,000 people in a clinical trial would entail major costs and delays. More problematic, it might require a whole new ethic of compulsory research participation, since this level of trial enrollment may be unachievable under current ethical norms of voluntary consent. Even if 200,000 participants could have been recruited, the trial might not have detected any instances of Guillain-Barré; had it done so, it likely would have only detected one or two events—too few to suggest whether the Guillain-Barré was vaccine-related or just a background occurrence of this very rare disorder. Even when investigators are “fortunate” enough to observe a serious adverse event, they may dismiss it as a fluke. Both the scale and the ethics of today’s clinical trials leave them inherently unable to wield rare risks. “Generally, drugs cannot confidently be linked to safety problems until they have been tested in tens of thousands to hundreds of thousands of people.”

Extending the length of phase III trials also poses problems, other than the obvious one of delaying access to new therapies. FDA considered lengthening phase III trials after its 1983 survey. Data showed premarket studies were exaggerating adverse events associated with


Id.

Id.

IOM, FUTURE OF DRUG SAFETY, supra note 23, at 106 (noting that, during clinical trials, “rare events may not surface at all [and] if they do, it is at a rate so low that one cannot distinguish a drug-caused event from one expected by chance”).

IOM, EMERGING SAFETY SCIENCE, supra note 80, at 2.

IOM, UNDERSTANDING BENEFITS, supra note 16, at 12 (reporting presentation of Dr. Steven Galson) (noting that safety knowledge has “exponential growth” in the postmarket period when sample size increases and more data becomes available).

See Melmon, supra note 37, at 143 (discussing FDA’s 1983 survey).
short-term drug use and underestimating risks of long-term use. FDA concluded that phase III trials should be lengthened. Melmon has noted that "this conclusion was invalidated by their own data." FDA's data showed that phase III trials suffer high drop-out rates, above 30% in trials lasting more than twelve to eighteen months. The people most likely to drop out of a study, naturally, would tend to be those experiencing unpleasant side effects. Extending a trial could have the effect of winnowing out the subjects in whom adverse events are most likely to appear. Ironically, long clinical trials may give false comfort about safety by assessing long-term risks in the subgroup of subjects most resistant to adverse effects. Based on this, Melmon recommended postmarket surveillance (rather than longer premarket trials) employing a combination of methodologies that would include observational studies. This is the approach FDAAA embraced after many years' delay.

Lengthening trials to confirm safety also raises ethical concerns. Is it ethical to continue a clinical trial to gather additional safety observations, past the point when efficacy has been shown? Even at the start of a trial, when it is not known whether the intervention or control is more effective, many clinicians regard it as ethically problematic to assign trial subjects at random to receive the control drug. Once there is clear evidence that the interventional drug is more effective than the control, it would be highly questionable to continue

235 Id.
236 Id. at 144.
237 Id.
238 Id.; see also Joint Comm'n on Prescription Drug Use, supra note 40 (making similar recommendations in 1980).
239 See discussion infra Part V.A.
240 This discussion presumes that efficacy has been proved based on clinically meaningful endpoints. New drugs often are approved based on surrogate endpoints for efficacy. For example, a drug might be shown to reduce cholesterol readings (a surrogate endpoint) without showing that it actually improves clinically meaningful health outcomes (such as the number of heart attacks, strokes, or deaths). See Furberg & Furberg, supra note 60, at 61–64. When efficacy is established relative to a surrogate endpoint, there are ongoing questions about the drug's true efficacy. See id. at 63–64 (discussing an osteoporosis drug that improved bone density (the surrogate endpoint), but actually caused a significantly higher risk of fractures (the true endpoint) when taken for three years). Such questions could justify extending the clinical trial to confirm efficacy, in which case it would be ethically acceptable to continue studying safety while efficacy was being confirmed.
241 Friedman et al., supra note 54, at 48.
subjecting control subjects to the less-effective control drug. A clear finding of effectiveness typically is grounds to halt a trial or convert all subjects over to the more effective treatment. Control subjects likely would drop out of the study if informed of the efficacy difference, yet failing to inform them would violate informed consent. Once control subjects are switched over to the interventional drug (or if they drop out after being told about the efficacy difference), it no longer would be possible to gather comparative statistics on adverse events in the intervention versus control groups. The resulting safety data would be equivalent to a small, uncontrolled observational study of subjects taking the interventional drug. Even if informed control subjects did not drop out of the trial, subsequent safety comparisons would be of dubious quality since their adverse event reports no longer would be double-blind.

There are two main alternatives for studying the rare risks that remain undetected at the point when a phase III trial has established efficacy. The first approach, just discussed, is to conduct further clinical trials (either by delaying approval and extending phase III premarket trials, or as a phase IV clinical trial after the product is approved). The second approach is to go ahead and approve the drug and conduct postmarket surveillance (observational studies of adverse events in patients who actually take the drug). FDAAA calls for the creation of a large health data network to support this latter approach.

An example suggests the power of this new approach. Prior to FDAAA, FDA had been using a very weak form of postmarket observational study. This approach, which will continue in use after FDAAA but be supplemented with additional methods, relies on largely voluntary mechanisms for reporting new safety problems

242 Furberg & Furberg, supra note 60, at 29 (discussing the view that withholding a "proven beneficial" intervention may violate the research ethical standards of the Declaration of Helsinki).

243 John E. Wennberg, What is Outcomes Research?, in IOM, Modern Methods, supra note 37, at 33, 39 (noting "the unwillingness of informed patients to accept randomization"); see also Weisman et al., supra note 95, at 132 (commenting on subjects' unwillingness to accept randomization as causing problems with enrollment in postmarket drug trials which involve clinically available drugs).

244 See infra Part V.A.2.

245 See IOM, Emerging Safety Science, supra note 80, at 74–75 (reporting presentation of Dr. June S. Almenoff); Duh et al., supra note 63, at 51; Pillans, supra note 62, at 696–98 (discussing FDA's pre-FDAAA postmarket safety reporting systems and weaknesses of the data they provide).

246 Wood et al., supra note 64, at 1851.

seen in patients taking approved drugs. This approach is estimated to detect only 1–10% of all adverse drug reactions and may detect them with long delays. Vioxx was approved in May 1999 and was voluntarily removed from the market by its manufacturer sixty-five months later, in September 2004. In 2007, FDA heard testimony that the Vioxx problem could have been detected much sooner if more systematic surveillance had been conducted using modern database technology.

Observational studies in an insurance claims database (which included seven million persons, some of whom happened to be taking Vioxx) showed that it would have been possible to detect the drug's cardiovascular risks thirty-four months after sales began. With claims data for 100 million people, the problem could have been spotted in fewer than three months. If FDA had had the necessary data networks in place to do large-scale observational studies in 1999, all of the people killed or injured by Cox-2 painkillers after August 1999 (i.e., three months after Vioxx went on sale) might have been spared. This is much faster than a phase III or phase IV clinical trial—even a very large one—could have detected the risk.

Relying on postmarket observational studies to detect rare risks may be efficient, but is it ethical? It entails approving drugs after ordinary phase III trials, knowing that patients who subsequently take the drug may be exposed to rare, as-yet-undetected risks. That seems wrong, until one considers the alternative, which is to extend phase III trials in hope of detecting these risks before products go on the market. Either way, human beings are going to be exposed to rare, undetected risks. It is merely a question of who will be exposed: will it be patients (who have voluntarily chosen to be treated with an effective drug in the expectation of receiving personal therapeutic benefits) or will it be test subjects (who altruistically expose themselves to risks to promote the safety of future patients other than themselves)? Relying on postmarket observational studies actually seems the more ethical choice since it internalizes the remaining, unknown risks to the peo-

248 Frontline Interview with Paul Seligman, Dir., Office for Drug Safety, Ctr. for Drug. Evaluation & Research (PBS television broadcast Nov. 4, 2002), transcript available at http://www.pbs.org/wgbh/pages/frontline/shows/prescription/interviews/seligman.html (citing the 1–10% figure for all adverse events (serious and nonserious), but noting that the system was estimated to detect a higher percentage (between one-third and one-half) of all serious adverse events).


250 FDA, March 7 Proceedings, supra note 227, at 70 (statement of Dr. Richard Platt).

251 Id.
ple who avail themselves of a drug's benefits. Today's phase III trials can establish efficacy and some basic level of safety, but they may not detect risks that are rare, unexpected, or slow to emerge. Calls for extended premarket safety testing of drugs to detect those latter risks are endorsing an interpersonal tradeoff that subordinates the safety of research subjects to the safety of patients.

Practically and ethically, there is no way to change premarket trials that will make them as informative as the public wishes they would be. The notion that a drug can be declared "safe and effective" based on small, short-duration premarket studies was a conceit, but it was a comforting conceit to which the public willingly subscribed after 1962. It is beyond the scope here to explore broader impacts this conceit has had on popular and legal culture since it found expression in the 1962 Drug Amendments. For example, the expansion of medical product liability after 1962 owes much to this conceit.252 Treating late-emerging risks as blameworthy reflects a popular expectation that risks should have been discovered before the product went on sale253—an unreasonable expectation in many cases, once the limitations of premarket studies are understood. Conversely, the notion that an FDA approval should preempt state tort actions254 seems dubious once the frailty of FDA's 1962 evidentiary paradigm is taken into account. Drug safety problems earlier this decade laid bare that the conceit was a conceit. According to current thinking, "[t]he benefit-risk profiles of pharmaceuticals are constantly evolving as new data are collected throughout the life cycle of a drug."255 How this view will affect our broader legal culture is still unknown, but its impact on medical product regulation is clear: FDA's 1962 evidentiary paradigm,

252 It should be noted that the vast expansion of drug-injury liability after 1960 reflects other factors as well, such as publication of the Second Restatement of Torts in 1965. Epstein, supra note 43, at 5. See id. at 5–7 for discussion of additional contributing factors.

253 See, e.g., Rabin, supra note 5, at 304 ("In some cases, drugs have side effects that were unanticipated by the agency when they were approved for sale, even if they should have been anticipated by the drug manufacturer.").


255 IOM, UNDERSTANDING BENEFITS, supra note 16, at 1.
with its heavy reliance on data from premarket trials, is broken beyond repair. It needs to be replaced, and that is what FDAAA sets out to do.

IV. THE CHALLENGES OF GENOMIC MEDICINE

The recent drug safety problems, though serious, might not have given impetus to fundamental reforms had there not been an additional factor at work. By the middle of this decade, the Human Genome Project was starting to bear fruit. Genomic discoveries were being translated into clinically useful products at a mere trickle but these early examples made clear that future therapies may look quite different from those of the past. Without a new evidentiary paradigm, FDA soon would find itself “using 20th-century tools to evaluate 21st-century advances.” Moreover, even if the products stayed the same, the science for evaluating them is changing. Conceived in the 1960s, FDA’s premarket study requirements fail to take advantage of later-developed technologies for assessing risks and benefits. The relevant technologies are in two main areas: (1) basic scientific approaches that can help predict safety and effectiveness earlier in the drug-development process, perhaps even before drugs are first taken by human beings in clinical trials and (2) new analytical tools to glean risk-benefit information from large databases during the postmarket period. FDA’s premarket study requirements ignore evidentiary opportunities at either end, “both before and after an

256 Evans, supra note 222, at 753 (discussing the slow pace of clinical translation of genomic discoveries).
257 See infra Part IV.A (discussing post-genomic predictive and preventive products and how they differ from traditional medical products of the twentieth century).
258 IOM, BIOMARKER-BASED TOOLS, supra note 174, at 30 (reporting presentation of Dr. Janet Woodcock); see also FDA, INNOVATION OR STAGNATION, supra note 143, at ii (noting a need to develop new tools for evaluating the safety and effectiveness of medical products).
259 See FDA, INNOVATION OR STAGNATION, supra note 143, at 16–20 (discussing new scientific techniques for assessing safety); id. at 20–25 (discussing new scientific techniques for assessing efficacy). See generally IOM, EMERGING SAFETY SCIENCE, supra note 80 (discussing emerging techniques for assessing drug safety).
260 Evans & Flockhart, supra note 81, at 47, 53–54; see also FDA, March 7 Proceedings, supra note 227, at 4 (statement of Dr. Andrew von Eschenbach) (discussing the availability of new tools and technology for clinical trials and the need for further progress).
261 IOM, EMERGING SAFETY SCIENCE, supra note 80, at 2.
262 Id. at 3, 13.
263 FDA, INNOVATION OR STAGNATION, supra note 143, at 20–25.
264 IOM, EMERGING SAFETY SCIENCE, supra note 80, at 13.
265 Id. at 2.
Taking advantage of these opportunities requires a whole new paradigm. This section discusses two things: the impact of new products and the impact of new analytical capabilities. A common theme emerges from both discussions. FDA's old evidentiary paradigm not only has problems with safety; it has problems evaluating efficacy as well.

A. The Challenge of Predictive and Preventive Medical Technologies

FDAAA grants FDA important new powers which, if skillfully exercised, can reshape regulation to unlock the promise of genomic medicine. What, precisely, is that promise? Many people grope for words when asked to state, succinctly, what genomic medicine is and how it is likely to change the field of medicine. The question sometimes elicits a cryptic, one-word answer: Herceptin. Herceptin (trastuzumab) is a biologic therapy that has a favorable risk-benefit ratio in a subgroup of breast cancer patients whose tumors, when tested, display certain genetic characteristics. It exemplifies the potential for pharmacogenomics to predict variations in drug response before a patient takes the drug. However, it grossly understates the promise of genomic medicine to equate genomic medicine with pharmacogenomics.

Genomic medicine has the potential to usher in a whole new model of medicine. If it succeeds, this will mark the second time in the history of western medicine that a new model has emerged. The eventual impact of this shift will be to restore prognosis to a place of legitimacy among the three traditional branches of medicine (diagnosis, treatment, and prognosis). Prognosis occupied a central role in clinical medicine from the time of Hippocrates until late in the nineteenth century. With treatment stymied by lack of effective therapies, patients looked to doctors to diagnose illness, supply information about the likely course of their ineptly treated diseases, and recom-

266 Sheldon Greenfield & Richard L. Kravitz, Heterogeneity of Treatment Effects: Subgroup Analysis, in IOM, LEARNING HEALTHCARE, supra note 95, at 113, 119; see also IOM, BIOMARKER-BASED TOOLS, supra note 174, at 60 (reporting calls for better integration of basic sciences and clinical research).

267 See IOM, BIOMARKER-BASED TOOLS, supra note 174, at 21–24 (reporting presentation of Dr. Paul Waring) (discussing Herceptin’s therapeutic action in patients with various test results); Annetine Gelijns, Lessons for Genomics from Other Technologies, in IOM, DIFFUSION & GENOMIC INNOVATIONS, supra note 143, at 16, 19 (citing Herceptin as a successful example of drug-test codevelopment).

mend measures to ward off future illness.\textsuperscript{269} These last two services—prediction and prevention—involved prognostic judgment.

The twentieth century brought the first new model of medicine, spurred by rapid advances in diagnosis and treatment.\textsuperscript{270} Medicine embraced a curative model\textsuperscript{271} in which clinicians' primary task is to diagnose and treat illness after it occurs. The twentieth century did bring notable successes in disease prevention, but these tended to reflect interventions at the population level (for example, better sewerage systems and mass vaccination programs) that can be characterized as triumphs of public health rather than of patient-focused medicine.\textsuperscript{272} Prognosis—predicting health outcomes at the level of individual patients—came to be seen as unscientific and ethically dubious in light of the uncertainties involved.\textsuperscript{273} Prognosis withered as a branch of medicine and persisted in twentieth century medicine mainly as an adjective modifying the diagnosis, as in "terminal" cancer and "end-stage" renal disease.\textsuperscript{274}

Genomic medicine promises further advances in diagnosis and treatment, continuing a century-old trend. Herceptin is one such advance. However, the signature feature of genomic medicine is not just that it will deliver more and better therapies, but that it will place prediction and prognosis on the scientific footing that they largely lacked in the twentieth century.\textsuperscript{275} Predicting how patients will respond to a given therapy, such as Herceptin, is only a start. The eventual goal is to use genetic information to predict who is susceptible to future disease;\textsuperscript{276} to predict which of those individuals actually may manifest symptoms when exposed to specific, known pathogens
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\bibitem{269}See, e.g., Nicholas A. Christakis, The Ellipsis of Prognosis in Modern Medical Thought, 44 SOC. SCI. & MED. 301, 302-11 (1997) (discussing evolution of care for pneumonia as an example of how the role of prognosis has been reduced over time in clinical medicine).
\bibitem{270} Rich, \textit{supra} note 268, at 300.
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or environmental stimuli;\textsuperscript{277} to develop preventive interventions that arrest development of disease before it becomes manifest\textsuperscript{278} or, failing that, to explain disease progression and recurrence in ways that let sickness and the burdens of treatment be minimized.\textsuperscript{279} These latter capabilities—all of which involve predictive judgments—are the promise of genomic medicine.

In the past, genetic information often was seen as an end in itself—“an endpoint that did not improve health care outcome.”\textsuperscript{280} The goal of genetic testing was to inform patients whether they had a genetic condition\textsuperscript{281} rather than to guide interventions aimed at changing the condition. Historically, medical genetics dealt with conditions where little could be done and, often, the point was simply to aid decisions on reproduction or abortion.\textsuperscript{282} Genetic tests could diagnose rare genetic conditions like cystic fibrosis and they could reveal predisposition to certain chronic diseases,\textsuperscript{283} but few interventions were available.\textsuperscript{284} A transformation is now underway.\textsuperscript{285} Genomic medicine aims to harness genetic knowledge to improve health outcomes.\textsuperscript{286} The goal is not simply diagnosis, prediction, and prognosis; the goal is to intervene in ways that alter the prognosis.

\textsuperscript{277} See Gelijns, supra note 267, at 18 (commenting that positive tests for disease susceptibility do not always imply disease will occur because ultimate outcomes are affected by other factors such as environment); see also Wylie Burke & Bruce M. Psaty, \textit{Personalized Medicine in the Era of Genomics}, 298 JAMA 1682 (2007) (discussing how improved understanding of interactions between genetic and environmental factors will lead to better prognostic capability).

\textsuperscript{278} See, e.g., Wylie Burke, \textit{Integrating Genetic Technology into a Health Care System}, in IOM, \textit{Diffusion & Genomic Innovations}, supra note 143, at 33, 33-34 (noting increasing potential to intervene to improve health outcomes after susceptibilities have been identified).

\textsuperscript{279} See, e.g., Gelijns, supra note 267, at 18 (discussing possibility of using genetic tests to identify breast cancer patients at high risk of recurrence who need adjuvant chemotherapy); Sean Tunis, \textit{Translating Medical Innovations with Appropriate Evidence}, in IOM, \textit{Diffusion & Genomic Innovations}, supra note 143, at 25, 27 (discussing evidentiary review of Onco\textit{type} Dx gene-expression profiling for prediction of risk of breast cancer recurrence).
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\textsuperscript{284} Burke, supra note 278, at 33-34; Gelijns, supra note 267, at 20 (noting that identifiable diseases often have “no cures, only treatments with limited effectiveness and major side effects”).
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"When new technologies are introduced into health care they may be relatively primitive . . . ."287 Presently we are in the Stone Age of genomic medicine. For example, genetic tests can identify women whose genes predispose them to breast cancer, but today's preventive interventions have the technological sophistication of a stone axe: "[T]here are no known measures to substantially reduce the risk of breast cancer in women who test positive for these mutations short of prophylactic mastectomies . . . ."288 Hope is for the day when people who test positive for genes associated with cancer susceptibility can receive medicines that supply the tumor-suppressing proteins their genes are unable to manufacture, or that cancel the tumor-promoting proteins with which defective genes are flooding their bodies. That is the promise of genomic medicine.

This interventional focus of genomic medicine will, in some respects, make genetic information less exceptional than it once was. Like any other medical information, it will become a regular part of day-to-day clinical decisions.289 The Department of Health and Human Services' Personalized Health Care Initiative290 aims to foster wider integration of genetic data into routine clinical practice. Yet this trend presents challenges distinct from those encountered in regulating twentieth century medical products. The sheer futurity of benefits from predictive and preventive products will strain FDA's existing systems for evaluating effectiveness. Such products, by design, will deliver benefits and risks over prolonged time frames (ten to sixty years), far beyond the duration of clinical trials as we now know them.

Another problem is that genomic medicine combines technologies in ways that cut across FDA's traditional regulatory categories (device, drug, biologic).291 In particular, drugs will be used in con-
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287 Gelijns, supra note 267, at 18.
288 IOM, BIOMARKER-BASED TOOLS, supra note 174, at 69 (reporting presentation of Dr. Scott Ramsey).
289 Burke, supra note 278, at 34.
290 IOM, DIFFUSION & GENOMIC INNOVATIONS, supra note 143, at 1; see also U.S. Dep't of Health & Human Servs., Personalized Health Care, http://www.hhs.gov/myhealthcare (last visited Nov. 9, 2009) (detailing the Initiative's goal of using genetic information in personalized healthcare).
291 See 21 C.F.R. § 3.2(e) (2009) (defining "[c]ombination product"). Future products that combine drugs, devices, and/or biologics may or may not fit within this formal definition which requires cross-referencing of specifically named products. See id. Either way, combined use of products poses a number of special regulatory problems. See Evans, supra note 222, at 786-87. A special office has been established within FDA to address issues raised by such products. See U.S. Food & Drug Admin., Office of Combination Products, http://www.fda.gov/AboutFDA/CentersOffices/
junction with in vitro diagnostic devices (genetic tests and tests for other biomarkers\(^{292}\)). Tests will predict patient response to specific drugs. Drugs may be taken preventively by people who have nothing presently wrong with them other than a bad predictive test result. In these situations, the safety and efficacy of the test and drug may not be cleanly separable.\(^{293}\) If a test predicts a person safely can take a drug, but the person nevertheless sustains a drug-related injury, which was unsafe: the drug, the test, or both?\(^{294}\) Suppose a drug is designed to reduce incidence of a certain type of cancer in patients with positive tests for susceptibility. If, after many years, a test subject does not get the cancer, does that mean the preventive intervention worked, that the cancer-susceptibility test was inaccurate, or that the test correctly identified a susceptibility that failed to express itself as fully-blow disease for reasons that had nothing to do with the preventive intervention? What will efficacy mean in this context and how—and over how long—must it be assessed?

There is a risk that preventive interventions may enter clinical use with no FDA review of their safety and effectiveness. This will be possible when a preventive intervention is an off-label use of a drug already approved for treating manifest disease. Thus, cholesterol-lowering statins are a candidate to become one of the first widely used preventive interventions.\(^{295}\) Statins already are approved for use in treating high cholesterol. It is thought by some that they may have potential for reducing long-term health risks in patients who would not, based on their current status, be seen as needing treatment for high cholesterol.\(^{296}\) This latter use would amount to a preventive intervention. Its risks and benefits are unknown. The American Society of Clinical Oncology and the American Urological Association stated that off-
label use of finasteride, a drug used to treat male pattern baldness and urological problems, may reduce the risk of developing prostate cancer. In the case of finasteride, there is some clinical trial evidence supporting this use although the preventive use has not been approved by FDA. Since off-label prescribing of drugs is lawful, approved drugs can be prescribed for preventive purposes even without prior clinical trials. Even if FDA had authority to require such trials, they might be difficult to carry out. There are well-known problems in accruing subjects for clinical trials of drugs that already are on the market, since patients who want the drug can gain access to it without enrolling in a trial. Subjects’ unwillingness to accept randomization in this situation contributes to low completion rates for postmarket clinical trials.

Preventive interventions pose regulatory challenges far more complex than the drug safety problems FDA faced earlier this decade. With drug safety, the central problem is that safety is uncertain at the point of FDA approval. However, FDA traditionally has been able to assess the efficacy of drugs before they are approved (at least with respect to the drugs’ indicated uses and, admittedly, sometimes through the use of surrogate efficacy endpoints). For future medical products that have long-term disease prevention as the endpoint, the uncertainties will go to both efficacy and safety. To establish true efficacy of these products in premarket trials would entail long-delayed access for patients and long-deferred cash flow for product sponsors. The economics, in many cases, would be fatal to product development. Predictive and preventive technologies seemingly will have to be approved based on surrogate endpoints of efficacy or on a showing that there is a plausible scientific basis to expect long-term efficacy. There may be decades of uncertainty before efficacy can be confirmed. This implies a need for ongoing postmarket surveillance of efficacy as well as of safety. Yet FDA’s traditional systems for

298 See supra notes 222, 224 and accompanying text (discussing off-label use of drugs).
299 See IOM, BIOMARKER-BASED TOOLS, supra note 174, at 71 (reporting presentation of Dr. Scott Ramsey); see also FRIEDMAN ET AL., supra note 54, at 7–10 (discussing logistical and ethical problems of recruiting subjects for trials of drugs that already are clinically available).
300 Weisman et al., supra note 95, at 132.
301 See supra note 240 (defining surrogate endpoints); infra Part V.B.1.
302 See IOM, DIFFUSION & GENOMIC INNOVATIONS, supra note 143, at 24 (discussing the need for evidence with respect to unexpected benefits as well as unexpected risks).
postmarket surveillance have focused on safety, not efficacy. Predictive and preventive products of the future will amplify strains on FDA's 1962 evidentiary paradigm, which already were apparent as applied to twentieth century medical products.303

Another challenge is that preventive interventions imply giving drugs to healthy people—people who are susceptible to future illness but are currently asymptomatic. Risks that are acceptable in treating manifest disease may be unacceptable when drugs are used in healthy people who will receive only remote, future benefits. Moreover, if disease susceptibility is misjudged, exposure to any risk is needless. Safety and effectiveness of predictive tests are major concerns. There have been calls for prospective RCTs to assess risks and benefits of tests that will be used to guide decisions about treatment and prevention.304

At present, most such tests do not go through clinical trials before they enter clinical use. Over 90% of genetic tests currently on the market are lab-developed tests (LDTs) regulated under CLIA305 and not regulated by FDA.306 Even when FDA does regulate a test, prospective clinical trials of safety and effectiveness are not necessarily required.307 CLIA does not require a data-driven regulatory review to confirm safety and efficacy before a test moves into clinical use.308 Yet people rely on LDTs when making important medical decisions. For example, CLIA-regulated LDTs include the widely used BRCA tests for breast cancer susceptibility309 and the Onco type Dx test which is sometimes used to aid decisions whether women with node-negative Stage 1 breast cancer can forego chemotherapy.310 Off-label use of tests will

303 See discussion supra Parts II-III.
304 See, e.g., IOM, BIOMARKER-BASED TOOLS, supra note 174, at 70–71 (reporting Dr. Scott Ramsey's concern that "[s]tudies should clearly define the risk/benefit ratio of a biomarker test prior to its use in the clinic").
306 SACGHS, U.S. OVERSIGHT, supra note 223, at 39 (noting that over 1500 genetic tests are currently offered in the United States, of which only several dozen have been cleared or approved by FDA).
307 See supra notes 100–01 and accompanying text.
308 Evans, supra note 222, at 768.
310 See sources cited supra note 279 (discussing use of prognostic biomarkers for breast cancer recurrence); see also Steven Shak, INTRODUCING A GENOMIC INNOVATION TO CLINICAL PRACTICE, in IOM, DIFFUSION & GENOMIC INNOVATIONS, supra note 143, at 53, 55–60 (discussing CLIA-regulated status of the Onco type Dx test).
also be an issue. It is not uncommon for doctors to press old tests into new uses for which they were not intended. Thus, the prostate-specific antigen (PSA) test was intended for surveillance and prognostic use in men already diagnosed with prostate cancer, but has been widely used off-label to screen healthy men for possible prostate cancer—a use for which its safety and effectiveness are unconfirmed.311

In the same way, existing tests could be diverted into (unvalidated) use as tests for disease susceptibility.312

It is appealing to demand prospective RCTs of all such tests, but such a policy appears unrealistic. There are fundamental barriers to imposing drug-like premarket study requirements on tests. Unlike drugs, many tests have short product life cycles.313 While a drug may remain on the market for twenty to fifty years, a test may be replaced by a new-generation test in as little as twelve to eighteen months.314 Development costs and timelines also differ: 1–2 years and $1–2 million to develop a device, versus 10–13 years and $1 billion for a drug.315 When medical technology is rapidly evolving, RCTs may be inappropriate;316 results would come too late to be of relevance. There are also logistical problems. The needed clinical trials would be “extremely large, lengthy, and costly. In some cases they may not be feasible because of difficulties in accruing enough patients . . . .”317 How to fund such trials is also a major question.318 The genetic testing industry is structurally different from the drug industry. Tests often serve niche markets; there has not yet been a “blockbuster” genetic test. Test developers may be small, thinly capitalized entities319 that lack the financing capacity that has enabled large drug manufacturers to endure the cash outlays and deferred sales revenues

311 IOM, BIOMARKER-BASED TOOLS, supra note 174, at 70 (reporting presentation of Dr. Scott Ramsey).
312 Id.
313 Id. at 77 (“Because the technologies for genomics and proteomics assays are rapidly evolving, . . . standards have to be adaptable to the changes in technology that are continually occurring.”).
314 Evans, supra note 222, at 781.
316 FRIEDMAN ET AL., supra note 54, at 8.
317 IOM, BIOMARKER-BASED TOOLS, supra note 174, at 71 (reporting presentation of Dr. Scott Ramsey).
318 Id. at 71–72.
319 Evans, supra note 222, at 789–90 (discussing role of academic scientists and small-test developers in discovery and development of new tests).
associated with long premarket RCTs. There have been calls for public funding of trials to validate tests, but the cautious assumption is that it may not be forthcoming.

Two governmental advisory panels, in 1997 and 2000, examined the question of regulatory oversight of tests; both called for rigorous, data-driven review of tests before they move into clinical use. In 2007, a successor advisory panel revisited this issue and, in light of the many issues surrounding premarket validation of tests, edged away from that recommendation. This last panel instead suggested a risk-stratified approach that would focus a more rigorous review on higher-risk tests. Criteria for risk stratification and regulatory mechanics have not, as yet, been worked out.

To be fair, FDA’s existing evidentiary paradigms (for drugs and devices) may be adequate for many of the products that will flow out of the Human Genome Project. This will be true when risks and benefits can be ascertained, with reasonable accuracy, using FDA’s traditional premarket study mechanisms. This was the case with Herceptin and its related first-generation test, which were approved by FDA in separate, coordinated biologics licensing and device approvals on the same day.

The problem will lie with products intended for long-term predictive or preventive uses. Here, premarket gathering of data may be

320 IOM, Biomarker-Based Tools, supra note 174, at 73 (reporting presentation of Dr. Charles L. Sawyers) (noting that some observers believe that because biomarkers that predict adverse drug reactions protect the public, they should therefore be publicly funded).

321 See NIH-DOE, Safe Gene Testing, supra note 223, at ch. 2; SACGT, Enhancing Oversight, supra note 223, at ix–x.

322 See SACGHS, U.S. Oversight, supra note 223, at i.

323 Id. at 10–11 (providing recommendations concerning oversight of clinical utility of tests without calling for data-driven review of clinical utility before tests go into clinical use, as had earlier reports).

324 Id. at 136 (listing elements that should be included in a risk-stratification classification algorithm).

infeasible or less-than-fully informative. The likely reality is that many predictive and preventive medical products will be moving into clinical use with substantial uncertainty about their risks and benefits. Off-label use of drugs and tests, and CLIA regulation of LDTs, afford wide pathways for this to occur. These lingering uncertainties imply a need for ongoing postmarket evidence development (focusing on efficacy as well as safety) and expanded regulatory powers in the period after products are in clinical use. The 1962 evidentiary paradigm, with its heavy concentration of research and regulatory effort in the premarket period, is weak in both these areas and therefore poorly suited to the task ahead.

B. The Challenge of Heterogeneous Drug Response

Other recent developments cast doubt on FDA’s assessments of efficacy and safety, even as these apply to traditional medical products. “As scientific knowledge advances, ability to classify is improved. Today’s homogeneous group may be considered heterogeneous tomorrow.” The Human Genome Project has had this effect. It sparked advances in basic sciences such as genetics, proteomics, and metabolomics. These sciences reveal that people who look alike in terms of traditional trial selection criteria may differ greatly at the genetic, molecular, cellular, and tissue levels, and these differences affect how people respond to drugs. Subjects in a phase III drug trial are characterized in terms of a set of trial selection criteria

326 FRIEDMAN ET AL., supra note 54, at 34.
328 See The Human Metabolome Project, Metabolomics Overview, http://www.metabolomics.ca/about/overview.htm (last visited Oct. 27, 2009) (defining metabolomics as the study of metabolites found in the human body). Metabolites include chemicals and molecules that the body makes as it metabolizes a drug, and these can differ from one person to the next.
such as age, gender, severity or duration of underlying disease, presence or absence of other medical conditions, and whether they use drugs other than the one being tested. Subjects who are alike in terms of those variables are presumed to be "comparable" to one another. Unfortunately, no compact set of demographic and clinical variables captures the true extent of individual variability. Phase III drug trials misperceive their human research subjects, presuming dissimilar individuals to be alike.

By analogy, we all are familiar with pixilated facial photos such as the ones used by investigative reporters to conceal the identities of whistleblowers. At a very rough level of pixilation, people's facial photos are reduced to assemblages of colored squares and everybody looks more or less alike. A human is a creature with shoulders and a head; some inferences about gender can be drawn based on hairstyle and facial hair. Suppose a sample of six photos is drawn from a group of sixty such photos. At a rough level of pixilation, photos in this sample may seem comparable to one another and representative of the larger group. That may no longer be true once the pictures are brought into full, sharp focus. Suppose three of the six selected photos depict people with melanomas on their noses, while all fifty-seven of the other photos display people with clear complexions. The six selected photos are neither comparable to one another nor representative of the larger group, at least for purposes of skin-cancer research.

If blurry, pixilated photos were the only means available for observing human beings, it would be reasonable to rely on them and try to do the best research one could do at that level of pixilation. As clearer photos became available, it would be time to augment or replace those old research techniques. That is precisely what is happening to FDA's clinical trial process. The traditional phase III drug trial "pixilated" its participants in terms of a rough set of trial selection criteria (such as age, gender, comorbidities) and baseline measurements (such as blood pressure readings at the start of the study). People who shared these characteristics were presumed to be alike, in the sense of having an equal ex ante probability of being helped or

331 FDA, March 7 Proceedings, supra note 227, at 10 (statement of Dr. Janet Woodcock) (discussing failure of trials to differentiate subpopulations using today's available science).
332 FRIEDMAN ET AL., supra note 54, at 130-39 (discussing baseline assessment in clinical trials).
harmed by the test drug. Now, basic scientific advances are making it possible to bring research subjects into a sharper focus. What will be the impacts of this change?

Here, it is helpful to distinguish the concept of generalizability and two different aspects of comparability. Generalizability, discussed earlier,\textsuperscript{333} concerns whether trial subjects are representative of people \textit{not involved in the trial}. For example, are the subjects (on average) sufficiently like real patients (on average) to allow the trial results to be extrapolated to the routine clinical setting? Comparability concerns whether people in the trial are similar to \textit{one another}. There are two aspects to this. First, is the control group comparable to the intervention group? If not, then observed differences in their health outcomes may reflect differences between the two groups, rather than the effects of taking versus not taking the drug. Second, are people \textit{within} the interventional group comparable to one another? If not, then the \textit{average} effects of the drug within that group may be quite different from the effects experienced by particular individuals. This last phenomenon is the one that is causing concern.

Heterogeneity of Treatment Effects (HTE), defined as variation of results produced by the same treatment in different patients,\textsuperscript{334} has always been observed in clinical drug trials.\textsuperscript{335} Figure 1\textsuperscript{336} is a schematic of variable responses that might be observed in the interventional group of a phase III drug trial—that is, among the subjects who were exposed to the hypothetical drug.

The horizontal axis shows the frequency of various responses within the interventional group. The vertical axis records the magnitude of benefits and harms to various people. In this hypothetical trial, 10% of the interventional subjects, seen at left, reacted very badly. They experienced harms (shown in black) and got no benefits at all. Many of the subjects (the 40% in the middle) were "non-responders," experiencing neither benefits nor harms from the drug. In the remaining half of the intervention group, subjects experienced varying degrees of benefit (shown in gray) and harm. Moving left to right, some people got a mix of harms and benefits; others got a small benefit, while some benefited greatly with no adverse effects.

These variations occur for many reasons including mundane ones (for example, failure by some subjects to follow the instructions).

\textsuperscript{333} See discussion \textit{supra} Part II.B.3.
\textsuperscript{334} Greenfield & Kravitz, \textit{supra} note 266, at 114.
\textsuperscript{335} Id.
\textsuperscript{336} Figure 1 is used with permission of the \textit{Food and Drug Law Journal}. \textit{See also} Evans, \textit{supra} note 222, at 763 fig.2 (discussing a conceptually similar diagram).
As noted earlier, subjects may get bigger benefits from a drug if they are more severely ill or at higher risk for the condition the drug is designed to treat (for example, the risk of heart attack). Recent scientific advances have shed light on a host of additional factors—genetic, biological, and metabolic—that also help explain the variations in response. For example, people have different genes that cause their livers to make different enzymes, and those enzymes affect how patients metabolize drugs. Tumors express different genes that may make a tumor more or less susceptible to destruction by a particular drug. Two people with the same illness may have been infected by genetically different germs, which are more or less suscepti-
tible to a particular course of treatment. "Within clinical trials, these markers have the potential for identifying a patient's potential for responsiveness..."  

This new understanding of individual variability does not cast doubt on the basic validity of comparisons between the interventional and control groups in a randomized clinical trial. The advantage of randomization, always, has been that it helps ensure comparability of these two groups. If subjects are randomly assigned to be in either the intervention or the control group, then each group will receive a mix of people with various characteristics. Variations among the subjects (both the known variations that have been measured, and unknown ones such as hidden genetic or metabolic differences) will tend to be spread evenly between the two groups. Recent advances highlight how many factors were unknown and thus ignored in the past. However, this was not "news." When conducting trials, scientists always knew it was impossible to identify and measure all the factors that affect drug response. By randomly assigning subjects to the two groups, it could safely be assumed that the unknown factors would exert similar impacts on both groups. When this is true, intergroup comparisons still are meaningful. Unknown factors tend to exert the same impact on health outcomes observed in both groups of a large clinical trial. One does not need to know what the unknown factors are, so long they affect both groups similarly. Thus, individual variability does not undermine the basic validity of large, randomized clinical trials.

What these discoveries have undercut is FDA's reliance on average statistics to characterize the safety and effectiveness of drugs. As noted by a senior FDA official, "[t]he clinical trial process has been highly observational in its conduct, primarily because we don't have the tools to look at the basis for individual response so we look at population responses." In other words, clinical trials simply observe how individual subjects respond and compile average statistics based

341 Greenfield & Kravitz, supra note 266, at 113.
342 Friedman et al., supra note 54, at 43.
343 Id. at 37, 43; see also id. at 38 (noting that the "investigator can only describe to a limited extent the kinds of participants in whom an intervention was evaluated").
344 Id. at 118 (noting that, at the start of a trial, "all important prognostic factors have probably not been identified, nor can all of them be measured").
345 Id. at 43, 138 (noting that, while it is possible by chance to end up with intervention and control groups that differ with respect to some unknown prognostic factor, this is unlikely in a large, randomized trial).
346 IOM, Biomarker-Based Tools, supra note 174, at 31 (internal quotation marks omitted) (quoting Dr. Janet Woodcock).
on those observations, but do not inquire why the subjects responded the way they did. It is assumed that "despite such diversity, the effect of the intervention is more similar among the various types of participants than not." This assumes that average responses are meaningful indicators of a drug's safety and effectiveness for individuals.

FDA's 1962 drug approval criteria only require that a drug be safe and effective at the level of the average person who took it during premarket trials. If the drug delivered any therapeutic benefit (that is, if the gray area in Figure 1 is larger than the corresponding gray area observed in the control group), the average benefits are positive and the drug can be deemed effective. A few patients who have dramatic effects may account for much of the average result of a trial. Trial results can be overwhelmed by few patients who get a big benefit. A drug is "safe" if it has a favorable ratio of benefits to risks. If the collective benefits in the interventional group (the total gray area) are judged to outweigh the collective harms (the black area) in that same group, then that ratio is favorable. The drug can be deemed safe. Both of these determinations, safety and efficacy, are based on average effects within the group.

Obviously, for many of the trial subjects in Figure 1, the drug was neither safe nor effective. After approval, this drug is destined to have ongoing problems with safety and efficacy due to variations in individual response. Labeling must disclose the safety risks that were observed among subjects who took the drug. What is not disclosed is the maldistribution of risks and benefits. Labeling does not disclose the percentage of subjects who received nothing but harm, nor does it disclose the non-response rate, nor the varying degrees of benefit and variable severity of harms. In short, drug labeling does not disclose most of the information depicted in Figure 1. In analyzing and presenting trial data, it is assumed that subjects who took the drug were comparable to one another, such that each could expect a
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347 Friedman et al., supra note 54, at 54.
348 See Evans, supra note 222, at 764.
349 Kent & Hayward, supra note 217, at 1210 (citing John P.A. Ioannidis & Joseph Lau, The Impact of High-Risk Patients on the Results of Clinical Trials, 50 J. Clinical Epidemiology 1089 (1997) and discussing the fact that, frequently, trial outcomes depend on results seen in relatively small number of subjects who were in a position to gain large benefits from the drug).
350 See id. at 1209.
351 See supra notes 215–16 and accompanying text (discussing FDA's concept of safety).
response similar to the population average. The fact that their responses differed is attributed to chance.

This last point has become highly contestable in the years after the Human Genome Project. Among carefully screened test subjects who look alike in terms of measured characteristics, individual drug response is heterogeneous. Some of this heterogeneity really does reflect random chance, but scientists now know that much of it does not. If there are a priori reasons to expect differences, "analyses of means would give the wrong answer." These a priori reasons could include genetic and metabolic differences that affect drug response or unmeasured differences in patients' true health risks and hence their potential to benefit from a drug. Averaging responses across dissimilar individuals may produce average data that are relevant to no one. "When [average] statistics dominate the entire drug regulatory approval process . . . the end result is distorted because it does not account for individual variability." In this situation, "the effort to assess risks and benefits breaks down." "[E]rror infects the entire process. At the outset the FDA uses the wrong standards insofar as it evaluates the usefulness and risk of drugs on the assumption that all parties are like the median user." These errors affect both efficacy and safety. Already by 1979, Congress was hearing testimony that most FDA-approved drugs only work in 35% to 70% of patients who take them. The science of that day could not explain or predict the observed variations in individual response. Thus, there was no scientific basis to do anything other than continue framing safety and efficacy in average terms. Now, there is.

By ignoring important inter-individual variations, FDA's evidentiary requirements after 1962 cast safety and efficacy as attributes of
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the medical product itself.\textsuperscript{361} In reality, a product’s safety and efficacy have meaning only at the level of particular individuals or subgroups for which response-determining factors are understood.\textsuperscript{362} Absent such knowledge, product-level assurances of safety and effectiveness are not meaningful and may be dangerously misleading to the public. Science is far from having a complete understanding of the many factors that affect drug response; only a few such factors are known.\textsuperscript{363} Still, individual variations in treatment response have gone from being an “unknown unknown,” as they were in the 1960s, to a “known unknown.” Scientists know enough to know that the hypothetical average trial participant—that pixilated patient for whom FDA declares products to be safe and effective—is a fiction.

What is the right policy response to this knowledge? In theory it would be possible, at great expense, to expand trial populations to include multiple subgroups stratified according to every known factor thought to be capable of driving variations in treatment response. These subtrials would assess which subgroups safely and effectively can consume a drug, and that information could be reflected in drug labeling. This obviously is impractical. The stratified subgroups would offer, at best, a partial “depixilation” of the overall trial population. The trial would assess the impact of known factors, but there still would be unknown factors and these would continue to generate unexpected variability in response to approved drugs. The required trial populations would be vast, raising the same practical and ethical issues discussed above in connection with rare risks. Trials for some subgroups might be overtly unethical since it is a fair inference, even before a trial is conducted, that people with certain genotypes may face higher-than-average risk of adverse events. While this cannot be known for certain before doing the trial, is it ethical even to include these subgroups in clinical trials? Yet if these subgroups are routinely excluded from trials, they ultimately will lack an adequate supply of drugs approved for their use.

\textsuperscript{361} More precisely, safety and efficacy were framed as attributes of the product and the indication for which it is labeled, for example, drug $X$ is safe and effective for use in treating headache pain. See 21 U.S.C. § 355(d)(1) (2006) (requiring drugs to be “safe for use under the conditions prescribed, recommended, or suggested in the proposed labeling thereof”). However, FDA’s permissive policy on off-label use has contributed to widespread public perception that safety and effectiveness are attributes of the product, irrespective of the indication for which it ultimately is used. See supra notes 222, 224.

\textsuperscript{362} See IOM, UNDERSTANDING BENEFITS, supra note 16, at 16.

\textsuperscript{363} See id. at 25 (citing the need to “[a]cknowledge that genetic polymorphisms exist and that most have not been characterized” and that they are responsible for multiple dose-response curves for some drugs).
This new understanding about variable treatment response needs to be woven into FDA's evidentiary base. It "does not fit into the traditional models for running clinical trials and developing therapeutics or diagnostics."\(^{364}\) A year before Congress passed FDAAA, the case for a new paradigm was clear:

The post-genomic revolution will increase the pressure on the system to produce irrefutable evidence about which technologies are effective and which are ineffective or even dangerous. Knowledge of genes, proteins, and metabolites, along with functional imaging, will divide populations into multiple "phenotypes," creating both an unprecedented opportunity to improve clinical outcomes as well as an enormous subgroup issue that will require many more trials in larger numbers of human subjects. As the market becomes flooded with inadequately studied tests used to stratify treatment, the demand for adequate comparative studies will understandably increase. With current regulations, however, the cost of the required increase in clinical trials enrollment will be prohibitive.\(^{365}\)

V. SEVEN PILLARS OF THE NEW EVIDENTIARY PARADIGM

FDAAA sets seven pillars of a new evidentiary paradigm. The first is to expand postmarket evidence development and diversify its sources. The second is to take a flexible view of the best evidence, making case-by-case determinations of the best methodology for assessing benefits and risks in the postmarket period. The third is to regard the risk-benefit ratio as dynamic and subject to successive improvement throughout a drug's commercial life. The fourth is to recognize that many of these improvements will be made by parties other than the drug manufacturer and to address entry barriers that block wider participation in research and development. The fifth is to regard efficacy failure as a safety problem in its own right. The sixth is to direct attention to safety and efficacy at the individual/subgroup level as well as at the average level. The seventh pillar is to expand postmarket decisional authority, so that emerging risk-benefit information is not idle knowledge but drives actions to improve the public's health.

A. Postmarket Evidence Development

FDAAA rejects the notion that drugs can be made safe and effective by directing ever-increasing research and regulatory effort into

\(^{364}\) IOM, BIOMARKER-BASED TOOLS, \textit{supra} note 174, at 60 (reporting presentation of Dr. Stephen Friend).

\(^{365}\) Califf, \textit{supra} note 25, at 498 (writing in 2006).
the premarket period. Under FDAAA, FDA's premarket evidence requirements continue in force but they are not statutorily expanded. FDAAA responds to calls for FDA to expand its evidentiary base and harness multiple, new sources of data, including observational studies, and genetic and other biomarkers that help explain safety and effectiveness.

The 1962 Amendments conceived drug regulation as a gatekeeping function. The regulator's key decision was whether to open the gate and let new products onto the market. FDAAA retains the gatekeeper but adds capability to detect and manage risks after products pass through the gate. This approach may strike some as compromising safety, since it implies an acceptance that the gatekeeper will let some unsafe products slip through the gate. This is not compromise; it is realism. The gate is intrinsically porous, and safety cannot be achieved by fighting that fact but rather by responding to it. In Melmon's view, key constituencies such as the medical profession and academics overestimated the power of premarket testing and consequently showed "little, if any, leadership" in developing and using postmarket risk-benefit data. In FDAAA, Congress has supplied the missing leadership.

1. Power to Require Evidence Generation

FDAAA expands FDA's authority to require postmarket clinical trials. Even as it does so, it diminishes the relative dependence on clinical trial data (both pre- and postmarket) by supplementing them with additional forms of evidence during the postmarket period.
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366 See, e.g., IOM, Future of Drug Safety, supra note 23, at 105–06; Greenfield & Kravitz, supra note 266, at 120.

367 See generally FDA, Innovation or Stagnation, supra note 143, at 16–25 (calling for increased use of safety and efficacy biomarkers); U.S. Food & Drug Admin., Critical Path Initiative, http://www.fda.gov/ScienceResearch/SpecialTopics/CriticalPathInitiative/default.htm (last visited Oct. 26, 2009) [hereinafter FDA, Critical Path Initiative] (describing FDA's Critical Path Initiative, one of the goals of which is to increase the use of biomarkers in ascertaining the safety and effectiveness of drugs).

368 See discussion supra Parts II–III (discussing the methodological, practical, and ethical limitations of premarket drug trials).

369 Melmon, supra note 37, at 144.

Observational studies appear set to become the main workhorse of postmarket evidence development after FDAAA.371

In the past, FDA claimed that it already possessed statutory authority to order postmarket studies, including clinical trials.372 This authority was not expressly stated, so FDA exercised it gingerly.373 FDA's accelerated approval regulations,374 issued in 1992, let the agency require postmarket studies375 in one special circumstance: when surrogate endpoints376 of effectiveness are used to speed the approval of drugs that address unmet needs for treating serious and life-threatening conditions. For example, a cancer drug might be approved based on proof that it shrinks tumor size (a surrogate endpoint), without proof that it actually improves patients' overall health and survival (which are the clinically meaningful measures of effectiveness).377 For drugs so approved, FDA could require postmarket studies to confirm efficacy but not safety.378 FDA declined to set specific timetables for completion of these studies379 and many

371 See id. § 901(a), 21 U.S.C.A. § 355(o)(3)(D) (requiring alternatives such as observational studies and studies with Sentinel System data to be rejected before a postmarket clinical trial can be ordered).

372 See New Drug, Antibiotic, and Biological Drug Product Regulations; Accelerated Approval, 57 Fed. Reg. 58,942, 58,953–54 (Dec. 11, 1992) (discussing, in preambles to FDA’s proposed and final rulemaking on accelerated approval, statutory provisions that imply a power for FDA to order postmarket studies); Expanded Availability of Investigational New Drugs Through a Parallel Track Mechanism for People with AIDS and Other HIV-Related Disease, 57 Fed. Reg. 13,234, 13,236–58 (Apr. 15, 1992); see also Levitt et al., supra note 20, at 179 (“Although the FDA historically had no specific authority to require postmarketing studies as a condition of approval, the agency cited sections 505(k) and 701(a) of the FDCA in support of this practice. Section 505(k) grants the FDA authority over the establishment and maintenance of records necessary to determine whether there are grounds for withdrawing a [previously granted approval], while section 701(a) gives the agency the authority to promulgate regulations for the efficient enforcement of the FDCA.”).

373 See id.; see also New Drug, Antibiotic, and Biological Drug Product Regulations; Accelerated Approval, 57 Fed. Reg. at 58,954 (noting past cases in which FDA conditioned new drug approvals on postmarketing studies).


375 Id. §§ 314.510, 601.41.

376 See supra note 240 and accompanying text.


379 New Drug, Antibiotic, and Biological Drug Product Regulations; Accelerated Approval, 57 Fed. Reg. at 58,954 (describing FDA's rationale for declining to impose sanctions for failure to complete postmarket studies).
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of them were never completed.\textsuperscript{380} The Food and Drug Administration Modernization Act of 1997\textsuperscript{381} (FDAMA) contained Fast Track provisions confirming authorities similar to those FDA had claimed in its 1992 accelerated approval regulations.\textsuperscript{382}

FDAAA expands FDA's authority to require postmarket safety studies irrespective of whether a drug was approved on an expedited basis (accelerated approval/Fast Track) or under FDA's regular procedures.\textsuperscript{383} Such studies can be ordered after approval if new safety information comes to light.\textsuperscript{384} These studies can include clinical trials or alternatives including observational studies; the alternatives must be considered first and found insufficient before a clinical trial can be ordered.\textsuperscript{385} FDA can require studies to be completed on a definite timetable\textsuperscript{386} although there is a "good cause" defense if the timetable is not met.\textsuperscript{387} These provisions remove one barrier—vague statutory authority—that previously blocked efforts to improve the quality of evidence available in the postmarket period. However, there is a second major barrier: lack of infrastructure.

2. Shared Infrastructure for Evidence Development

FDAAA treats evidence generation as a vast, shared enterprise. FDAAA rejects the idea that it is enough simply to order individual drug manufacturers to conduct discrete, isolated studies of the risks and benefits of their drugs. Making drugs safe and effective requires shared informational infrastructure, cooperative efforts, and inputs from the public and from diverse stakeholders throughout the health-care industry.

In the past, large-scale observational studies have tended to be infeasible because there was little infrastructure in place to support them.\textsuperscript{388} Systems to support one postmarket drug study often would

\textsuperscript{383} See FDAAA § 901(a), 21 U.S.C.A. § 355(o)(3) (West Supp. 2009) (allowing FDA to require studies to assess known risks, unexpected risks, and risk signals—that is, potential new risks that are suspected based on observed clinical outcomes in patients using the drug).
\textsuperscript{387} Id.; see also Kessler & Vladeck, \textit{supra} note 11, at 489 (noting that the requirements for a showing of good cause are not yet clear).
\textsuperscript{388} U.S. Food & Drug Admin., U.S. Dep't of Health & Human Servs., Proceedings, Sentinel Network Public Meeting 85 (Mar. 8, 2007) [hereinafter FDA, March 8 Pro-
have potential use in other studies. For example, software capable of aggregating Vioxx adverse events across ten large insurance databases also could be used to study adverse events with other drugs. As with many other types of networked infrastructure (pipelines, telecommunication systems, power grids), the efficient solution is to develop a common system that reduces duplicative capital investment.\textsuperscript{389} Coordinating such an effort requires regulatory powers that FDA did not have in the past.

To the extent FDA had the power to order a postmarket study under the 1962 paradigm, this was a power to order a particular manufacturer to conduct a study of a specific drug. There was no statutory basis to require cooperative efforts or sharing of infrastructure among manufacturers, and FDA lacked jurisdiction over many of the entities (physicians, pharmacists, insurers, health-care providers) that hold relevant data. Drug manufacturers were responsible for conducting and financing postmarket studies.\textsuperscript{390} To do an observational study, a manufacturer first would have to construct suitable information systems. By analogy, it was as if each time a merchant wished to ship a product from New York to California, she had to factor the cost of constructing the interstate highway network into the cost of the shipment. Observational studies, when used at all, tended to be small in scale because of this problem.\textsuperscript{391} Proposals to offer reductions in tort liability as an inducement for manufacturers to provide better information about postmarket drug safety\textsuperscript{392} generally have not addressed the feasibility of their doing so, in the absence of appropriate infrastructure. Even if the spirit were made willing (through offers of pre-emption or other new defenses), the infrastructure was weak.

The centerpiece of FDAAA is a program to create a nationally scaled health data network\textsuperscript{393} to support postmarket observational studies.\textsuperscript{394} This network, known as the Sentinel System,\textsuperscript{395} has been

\textsuperscript{390} FDA, March 8 Proceedings, \textit{supra} note 388, at 85 (statement of Dr. Tom Gross).
\textsuperscript{391} Id.
\textsuperscript{392} See, e.g., Nagareda, \textit{supra} note 3, at 45 (proposing to induce drug manufacturers to provide information about drug safety risks by offering them the prospect of preemption from tort lawsuits as they do so).
\textsuperscript{393} FDAAA § 905(a), 21 U.S.C.A. §§ 355(k)(3)–(4) (West Supp. 2009).
\textsuperscript{394} Though ostensibly a safety network, safety is defined in FDAAA in a way that will let efficacy failure be treated as a safety issue. See id. §§ 901(b), 905(a), 21 U.S.C.A. 355-1(b)(1) (West Supp. 2009), 355(k)(3)(C)(i)(II). Thus, Sentinel System data can be used for both safety and efficacy studies. Evans, \textit{supra} note 6, at 601.
A NEW EVIDENTIARY PARADIGM

The network is to be populated with patients' Medicare, military, and private insurance claims data, health records, and pharmaceutical purchase data. Congress's goal is to include data for twenty-five million people by July 2010 and one hundred million people by July 2012. Steps already have been taken to facilitate FDA's access to Medicare data and data from the Veterans' Health Administration, which will suffice to reach the twenty-five-million-person level. FDA is pursuing voluntary arrangements with private health insurers and could reach the one-hundred-million-person level with data from about ten large insurers. An even larger system is technically feasible over the longer term and would produce better evidence of variable drug response among population subgroups.

Crucially, FDA's access to these data does not require individual consent of the persons whose data are involved. Congress rejected a consent-based model and instead drew on legal traditions allowing unconsented use of data for public health purposes such as tracking epidemics. FDAAA orders FDA to carry out certain public health responsibilities, including specific, enumerated types of postmarket studies. As a governmental body carrying out a statutory public health mandate, FDA can obtain data without individual privacy consent.

---


396 FDA, SENTINEL INITIATIVE, supra note 137; see also Evans, supra note 6, at 588, 601–04 (discussing various features of the proposed Sentinel network).


400 FDA, SENTINEL INITIATIVE, supra note 137, at 18.

401 HHS, New Efforts, supra note 7.

402 See FDA, March 7 Proceedings, supra note 227, at 73 (statement of Dr. Richard Platt).

403 Id.

404 See id. at 72–73 (statement of Dr. Miles Braun).

405 See Evans, supra note 6, at 602–03, 610–26 (discussing privacy authorization requirements for release of Sentinel data); id. at 626–31 (discussing informed consent requirements); see also KRISTEN ROSATI, AN ANALYSIS OF LEGAL ISSUES RELATED TO STRUCTURING FDA SENTINEL INITIATIVE ACTIVITIES 86–87 (2009), available at http://www.regulations.gov/search/Regs/contentStreamer?objectId=0900006480098bad2&disposition=attachment&contentType=pdf (concluding also that individualized informed consent and privacy authorizations are not required).

406 See infra notes 414–22 and accompanying text.
authorizations, invoking an exception to the HIPAA Privacy Rule’s authorization requirements.\textsuperscript{407} Moreover, FDA’s informed consent regulation applies only to clinical trial subjects and would not apply, unless amended, to persons whose data are used in observational studies.\textsuperscript{408} Even if FDA were to place the system under the ethical norms of the Federal Policy for the Protection of Human Subjects of Biomedical Research (Common Rule),\textsuperscript{409} these norms afford various avenues to use Sentinel System data in studies without individual consent.\textsuperscript{410}

The complex ethical and privacy issues this presents have been explored at length elsewhere.\textsuperscript{411} In effect, Congress determined that the public health benefits of having this system are weighty enough to override individuals’ interest in keeping their data out of it. A consent-based model would have rendered a system of this scale infeasible and would have undercut its evidentiary value. For example, a consent-based model invites selection biases, since it produces a data set of self-selected consenters. It fails to produce the broad inclusiveness required to support timely, valid conclusions about how patients are reacting to a particular drug. It lacks the scale to detect rare reactions in population subgroups and may lack the continuity to detect long-term risks and benefits. Under FDAAA and federal privacy law, it will be lawful for FDA to use people’s data in postmarket drug safety surveillance without individual authorization or consent provided the data are used in ways that fit within the scope of uses Congress authorized in section 905 of FDAAA.\textsuperscript{412}

These allowed uses are broad but not unlimited.\textsuperscript{413} They include identifying and reporting drug safety risks;\textsuperscript{414} conducting safety surveillance\textsuperscript{415} (that is, monitoring how products are performing in actual clinical use to detect signals that may suggest emerging safety problems); identifying trends and preparing regular reports on adverse event trends;\textsuperscript{416} and exporting data for further analysis.\textsuperscript{417}

\textsuperscript{407} See 45 C.F.R. pts. 160, 164 (2009); id. § 164.512(b)(1)(i) (providing an exception to privacy authorization requirements for governmental public health authorities collecting data pursuant to statutory mandates); see also Evans, supra note 6, at 597 n.73 (summarizing other potentially applicable exceptions).
\textsuperscript{408} See Evans, supra note 6, at 626–27.
\textsuperscript{410} Evans, supra note 6, at 629–31.
\textsuperscript{411} See id. at 622–31.
\textsuperscript{412} See id. at 601–02.
\textsuperscript{413} Id. at 612–13.
FDA is authorized to collaborate with public, private, and academic entities to conduct advanced analyses of drug safety data which could include methodological studies (for example, to develop better analytical tools) and substantive studies of “advanced safety questions.” This last term is broadly defined and would encompass studies of drug efficacy as well as of safety. Advanced drug safety studies potentially include research uses of Sentinel System data as well as studies that fit within the concept of public health studies. Congress delegated wide discretion for FDA to determine whether proposed studies do or do not fit within the authorized categories of use.

The Sentinel System’s heavy reliance on administrative data (such as insurance and Medicare claims) has advantages and disadvantages. Administrative data increasingly are used in observational studies because they are widely available and relatively inexpensive to analyze. They cover large, diverse groups of real people, for example, everybody who is enrolled with a particular insurer. This minimizes selection biases, since the effects of taking a particular drug can be observed in a wide variety of old, young, high- and low-risk patients. Administrative data reflect actual clinical effectiveness rather than theoretical efficacy in the artificial conditions of clinical trial. However, these data have known weaknesses. Entities, such as healthcare providers and insurers, that maintain these databases generally “lack motivation to record information that does not have an immediate impact on reimbursement.” Thus, insurance claims data may record that a person had a laboratory test performed on a certain date but fail to include the test result. There are coding inconsistencies (the same medical condition may be recorded differently in different databases) and biases (such as upcoding, where the severity of a patient’s illness is overstated in order to qualify for higher reimburse-

\begin{itemize}
\item[420] Evans, supra note 6, at 601.
\item[421] Id. at 622–25.
\item[422] Id. at 601, 612.
\item[423] Roos et al., supra note 107, at 47.
\item[424] Id. at 48.
\item[425] Id. at 52.
\item[426] Id. at 50–51.
\item[427] Id. at 48.
\item[428] Id. at 56.
\item[429] FDA, March 7 Proceedings, supra note 227, at 31 (statement of Dr. Jeffrey Hill).
\end{itemize}
Insured people generally tend to be healthier than uninsured people, and this can cause administrative data to understate poor health outcomes. Observational studies of drug safety will require linking data across separate administrative databases (for example, linking insurance claims data with clinical data from various sources to follow the entire course of a patient’s illness, treatment, and outcome; or linking data across insurers to follow patients through changes in their health plans). Linkage is technically difficult and greater degrees of linkage increase privacy concerns. In response, FDA has stated that, at least initially, it will not adopt a centralized architecture for the system and will leave raw data where they currently reside (for example, with an insurer). “Questions would be sent to appropriate, participating data sources, who in turn would, in accordance with existing privacy and security safeguards, evaluate their data and send results for Agency review.” This approach aids privacy protection but may produce lower-quality evidence than could be achieved at a higher level of data integration. To achieve Congress’s objectives, FDA will need to embrace high levels of data linkage at some point and, when it does so, the privacy and data security arrangements will become a topic of crucial public interest.

Administrative data alone cannot resolve questions about risks and benefits of drugs. Administrative data can reveal, for example, that a patient was treated for a stroke after having purchased a certain drug. On average, about 80% of these coincidences turn out to be something other than a drug-related adverse event. Establishing whether the drug may have caused the stroke requires follow-up analysis, often including a review of the patient’s full medical record. Thus, FDAAA envisions that FDA may obtain other types of data, if the
Secretary of HHS deems the data necessary.\textsuperscript{438} In theory this could entail access to patients' whole medical records or previously stored tissue specimens.\textsuperscript{439} FDA has indicated it does not plan to invoke this power on a routine basis. At least during the system's early years, the plan seems to be to perform observational studies using available administrative data, with access to full health records only occasionally and selectively, to clarify the causes of specific observed events.

Large-scale observational studies have enormous potential as an evidentiary tool. In 2008, the Institute of Medicine noted the need, in an age of genomic medicine, for follow-up studies to detect unknown benefits as well as unknown risks.\textsuperscript{440} The Sentinel System can help detect both. In addition to speeding the detection of drug safety problems, it will offer, for the first time, a workable tool to resolve nagging questions about efficacy. Today, these questions include the uncertain efficacy of drugs prescribed off-label and drugs approved based on surrogate endpoints—questions that, in practice, often are deemed not worth the cost of a clinical trial. In the future, these questions increasingly will include uncertainties about the long-term efficacy of predictive and preventive medicines which deliver benefits too remote in time to be observed in traditional clinical trials.

\textit{B. The Flexible Best Evidence}

The second pillar of FDA's new evidentiary paradigm is that there is no best evidence—at least, there is no single source of evidence or methodological "gold standard" that is best for all seasons and all medical products. The Sentinel System will make it possible to do observational studies that were not feasible in the past. This means that, for many questions, more than one study methodology will now be available, necessitating choices about when to answer questions and which methodology to use. The routine choices FDA will be making for specific drugs in specific contexts will have important ramifications for the public's health and also may have major commercial impacts on drug manufacturers. These respective interests may be in conflict. Appropriate administrative procedures for making these choices are not yet resolved. This is a matter with which legal scholars need to engage to ensure that FDA's decisional processes adequately protect the public's interests.

\textsuperscript{438} FDAAA § 905(a), 21 U.S.C.A. §§ 355(k) (3) (C) (I) (III) (aa)-(cc) (West Supp. 2009).

\textsuperscript{439} Evans, \textit{supra} note 6, at 588.

\textsuperscript{440} IOM, \textit{DIFFUSION & GENOMIC INNOVATIONS}, \textit{supra} note 143, at 24.
1. Deciding When to Generate Evidence

One of FDA’s most crucial determinations under FDAAA will be when to resolve uncertainty about safety and effectiveness. The key decision here is whether to answer questions premarket or postmarket. FDA already makes these types of determinations today, whenever it approves a premarket clinical trial design that relies on surrogate endpoints or intermediate clinical endpoints, which, while reflecting some degree of meaningful health improvement, do not ensure a good ultimate outcome. Even before 1992, when FDA’s regulations first addressed the use of surrogate endpoints, FDA had been using them to approve new drugs. “Reliance on a surrogate endpoint almost always introduces some uncertainty into the risk/benefit assessment” and defers questions for later resolution. Clinical trial endpoints set the bar of what must be known before a product moves into clinical use. For example, will the manufacturer only have to prove that the drug reduces patients’ blood cholesterol levels, or must they show that the drug reduces actual accumulations of plaque in their arteries, or that it reduces the number of strokes and heart attacks they suffer, or that it actually increases longevity and health?

FDA has insisted that “this judgment does not represent either a ‘lower standard’ or one inconsistent with section 505(d) of the act [that is, with the statutory requirement for proof of safety and effi-

---

441 Id. at 62.
442 See Janet Woodcock, Acting Deputy Comm’r for Operations, Food & Drug Admin., Presentation, A Framework for Biomarker and Surrogate Endpoint Use in Drug Development, at slide 6 (Nov. 4, 2004), available at http://www.fda.gov/ohrms/dockets/ac/04/slides/2004-4079S2_03_Woodcock.ppt (defining surrogate endpoint as a “biomarker intended to substitute for a clinical endpoint” and noting that a surrogate endpoint “is expected to predict clinical benefit (or harm, or lack of benefit) based on epidemiologic, therapeutic, pathophysiological or other scientific evidence”); supra note 240 (discussing surrogate endpoints).
443 See Woodcock, supra note 442, at slide 5 (defining a clinical endpoint as a “characteristic or variable that reflects how a patient feels, functions, or survives”).
444 New Drug, Antibiotic, and Biological Drug Product Regulations; Accelerated Approval, 57 Fed. Reg. 58,942, 58,944 (Dec. 11, 1992) (discussing, in the preamble to the accelerated approval rulemaking, the history of FDA’s use of surrogate biomarkers). Under its traditional approval regulations, FDA can approve a product based on surrogate endpoints if the surrogate is already known to be a good predictor of favorable clinical outcomes (morbidity and mortality). Under accelerated approval, FDA can use surrogate endpoints even if the surrogate is only “reasonably likely” to predict good clinical outcomes. Id.; see also 21 C.F.R. §§ 314.510, 601.41 (1992) (detailing criteria for approval based on surrogate endpoints for efficacy).
Even if one accepts that assertion, it is undeniable that using surrogate endpoints punts uncertainties into the postmarket period. FDA’s Critical Path Initiative envisions that, in the future, FDA’s approval process will make greater use of surrogate endpoints for both safety and efficacy.447

There is much to be said on both sides of this issue. Some of the potential concerns, after FDAAA, are these: As postmarket evidence development improves, will the sheer availability of postmarket study options create temptation to defer more and more questions to be resolved after drug approval? What is the irreducible minimum of information that must be known about a drug before it goes on the market? How much residual risk is too much to defer for postmarket evaluation? Congress delegated these questions to FDA’s discretion. It is not clear how that discretion will be constrained and insulated from commercial influences.

On the plus side, the use of surrogate endpoints may make it possible for FDA to address a longstanding problem that Congress was unwilling to confront. For many years, the 1962 Drug Amendments have been criticized448 as a costly (over $800 million per drug) way to generate dubious evidence of safety and efficacy (see Parts II and III above) while delaying patients’ access to desired therapeutic possibilities (as in Abigail Alliance v. von Eschenbach449) and deterring innovation to develop new therapies (as reflected in the declining number of new drugs put forward for approval450). FDAAA does not directly address whether the 1962 Amendments were fundamentally ill conceived. For those who believe they were, FDAAA merely spreads an additional layer of regulation—postmarket evidence development—over the failed edifice of the 1962 evidentiary paradigm (a remediation concept akin to the Chernobyl sarcophagus), as if more regulation can solve the problems of defective regulation. The right approach, all along, may have been to allow drugs onto the market based on evidence of basic safety plus plausible grounds to expect effi-

446  Id.
447  See FDA, Innovation or Stagnation, supra note 143, at 16–25.
448  See, e.g., Roberts & Bodenheimer, supra note 14; Lechter, supra note 90; Califf, supra note 25 (criticizing impacts of the 1962 Amendments on drug access, drug development costs, and pharmaceutical innovation).
449  495 F.3d 695 (D.C. Cir. 2007), cert. denied, 128 S. Ct. 1069 (2008); see also supra note 201 and related text (discussing Abigail Alliance).
450  FDA, Innovation or Stagnation, supra note 143, at 2 fig. 2 (showing a declining ten-year trend in innovative therapies submitted for FDA approval); see also Epstein, supra note 43, at 32 ("The pace of innovation was without question greater in the era of less regulation.").
cacy, subject to rigorous postmarket studies to assess—quickly—whether the expectations at approval are borne out, with decisive actions taken when they are not. FDAAA creates infrastructure that would support rapid postmarket assessments of this type. However, Congress did not make corresponding adjustments to reduce the cost, access delays, and other problems of FDA's existing premarket evidentiary requirements.

Statutory reform of these requirements likely was seen as politically infeasible, particularly in the post-Vioxx environment. The public likes the idea of FDA's premarket clinical trial process, whatever its methodological limitations may be (and these are poorly understood). Reforming the threshold requirements for drug approval, overtly via statute, would have been a recipe for public outrage. Congress avoided the issue. This implicitly delegated to FDA the task of determining how FDA's premarket evidence requirements might be adapted in the post-FDAAA world where postmarket studies are a realistic option. FDA already has the power to make this determination through its routine, day-to-day decisions concerning suitable endpoints for premarket clinical trials. As a science-based, discretionary determination, these decisions will be virtually unreviewable. Yet they will be a fulcrum of public protection after FDAAA. The process through which they are made and their impacts need to be transparent.

2. Choices Among Study Methodologies

Once a drug has been approved, the critical issue will be which study methodology to use to resolve lingering uncertainties and, in particular, when to insist on postmarket RCTs. Pharmacogenomics often is described as "the right drug, at the right dose, for the right patient." FDAAA takes a similar view of regulatory evidence during the postmarket period: getting the best evidence of benefits and risks requires the right methodology, at the right time, for the right product. FDA's traditional premarket study requirements continue in effect and will provide a certain "floor" of risk-benefit information that will be available for all approved drugs (although, as has been the case before FDAAA, this floor will be somewhat moveable based on the choice of clinical trial endpoints). After approval, the situation grows even more fluid. FDAAA does not establish any generally applicable requirements for postmarket study methodologies.

---

451 IOM, DIFFUSION & GENOMIC INNOVATIONS, supra note 143, at 62.
452 This phrase has been so endlessly repeated that it is difficult to determine who first said it.
FDAAA recognizes that different study methodologies may supply the best evidence at different points in a drug’s life cycle. After approval, the preferred methodology for further studies may vary from drug to drug and may depend on the type of risk being studied (for example, how rare the risk is, or how serious). Data from prospective RCTs are not always the best evidence. Clinical trials study a proxy for reality—a small trial population—rather than the large, diverse population that is actually consuming a drug. Clinical trials make sense in the premarket period, when no other clinical data exist. However, large observational studies of people who actually took the drug may be the best way to study safety after approval. Postmarket observational studies may reveal a risk faster than a phase IV clinical trial could have done. Clinical trials and observational studies both may be needed during the postmarket period to get a full picture of a drug’s risks and benefits. Observational studies offer advantages for studying long-term outcomes in the real-world clinical setting and they may be superior if the risk being studied would make an RCT unethical. Postmarket RCTs do offer advantages for certain questions, but they are not always feasible. In 2008, an Institute of Medicine workshop on genomic innovation noted the need for flexible evidentiary standards that employ a combination of methodologies. FDAAA embraces this view.

FDA has discretion to decide the best way to clarify risks and benefits after drugs are approved. FDAAA calls for FDA’s Drug Safety and Risk Management Advisory Committee (or its successor) to provide guidance to the agency on priority safety questions and the best ways

453 IOM, Diffusion & Genomic Innovations, supra note 143, at 64.
454 FDA, March 7 Proceedings, supra note 227, at 4 (statement of Dr. Andrew von Eschenbach).
455 See supra notes 250–51 and related text (discussing speed with which Vioxx risks could have been detected using large-scale observational techniques).
456 See IOM, Future of Drug Safety, supra note 23, at 105–06; Furberg & Furberg, supra note 60, at 17 .
457 Weisman et al., supra note 95, at 129.
458 Furberg & Furberg, supra note 60, at 29.
459 IOM, Future of Drug Safety, supra note 23, at 105–06 (discussing advantages of postmarket trials to confirm efficacy of drugs approved using surrogate efficacy biomarkers and to assess causation of common adverse events (such as a heart attack) which might have been caused either by the drug or by the patients’ underlying condition).
460 Wylie Burke, General Observations, in IOM, Diffusion & Genomic Innovations, supra note 143, at 81, 82; see also IOM, Diffusion & Genomic Innovations, supra note 143, at 64 (“Not everything will be tested.”).
461 Burke, supra note 460, at 82.
to study them.\textsuperscript{462} The options may include studies using Sentinel System data, other post-approval studies, or postmarket clinical trials.\textsuperscript{463} FDAAA calls for these decisions to be made in a "public process."\textsuperscript{464} What this means is unclear. These decisions will involve complex scientific judgments that few members of the public can wield. It may be hard to enlist public involvement when, as noted earlier, many members of the public are under the impression that FDA-approved drugs have no risks.\textsuperscript{465}

Before FDAAA, the public has shown very little interest in the related decisions FDA makes about the choice of endpoints in premarket trials. Is it plausible that the public will engage with decisions about the timing and methodology for postmarket studies? Even if the public does engage, its involvement may be ill-informed and unconstructive. Caskey has noted a tendency of patient advocacy groups to view evidence generation with suspicion, seeing evidence as a tool for denial of insurance reimbursement rather than as a tool for making treatments safer and more effective.\textsuperscript{466} This phenomenon was seen again recently when patient advocacy groups protested provisions of the American Recovery and Reinvestment Act of 2009\textsuperscript{467} (ARRA) that would fund studies of the comparative effectiveness of drugs.\textsuperscript{468} Such studies aim to protect patients by assessing which drugs work and which do not work, but there was alarm that these data might justify denial of insurance coverage for the underperforming drugs. Why the protestors desired to protect their access to badly performing drugs was not explained.\textsuperscript{469}

If the public will not or cannot engage, then what is an appropriate regulatory response? Should the government appoint—and pay

\textsuperscript{463} Id.
\textsuperscript{464} Id.
\textsuperscript{465} See IOM, UNDERSTANDING BENEFITS, supra note 16, at 1, 7.
\textsuperscript{466} C. Thomas Caskey, The Drug Development Crisis: Efficiency and Safety, 58 ANN. REV. MED. 1, 10 (2006).
\textsuperscript{467} Pub. L. No. 111-5, 123 Stat. 115.
\textsuperscript{469} But see Mundy, supra note 468 (pointing out that some advocacy groups whose names may suggest they are patient advocacy organizations actually are lobbying arms of the drug, device, and biotechnology industries).
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for—a scientific panel with a specific duty to represent the public's interests in these discussions? The pharmaceutical industry will be represented by well qualified scientists of its own. FDA, as regulator, ordinarily would be responsible for protecting the public's interest; however, it may be some years before the agency regains sufficient public trust to serve credibly in this role.

If meaningful public representation is not possible, can the impact of FDA's choices at least be made more transparent? For example, FDA could disclose more clearly what is not known about the safety and effectiveness of drugs when they are approved, and what FDA has decided to leave unknown by not ordering particular types of study. Today's drug labeling tells only what is known about a drug's risks and benefits but does not give a sense of all that is still unknown. This has contributed to a culture of mass drug marketing and consumption in which people are eager to get the latest drug, often believing that it must be better and safer than older drugs when in fact, such comparative data rarely exist. FDA's regulatory process, to date, has failed to convey a proper sense of its own uncertainty. "Humility about the limits of science is critical to enjoy the trust and respect of the public." There are still large gaps in knowledge. FDAAA aims to reduce those gaps through postmarket evidence development. As it does so, the effort needs to embrace procedures that improve public awareness of the gaps still there.

C. Successive Improvement of the Risk-Benefit Ratio

FDAAA rejects the notion that the risk-benefit ratio is a fixed attribute of the drug product itself. The risk-benefit ratio is dynamic and can be successively improved throughout a drug's commercial life. Safety and efficacy are no longer attributes of the drug itself, but of the drug and the decisional process through which it is prescribed. In principle, almost any drug can be made safer and more effective by using biomarker tests to screen patients and predict which people will respond favorably to that drug. Obviously, some drugs are more promising candidates for these strategies than other

471 IOM, Understanding Benefits, supra note 16, at 24 (reporting presentation of Dr. Dennis J. Paustenbach).
472 Id. at 25.
473 Evans, supra note 222, at 791–92.
When a drug is teamed with a screening test that accurately predicts safety and/or effectiveness, the result is a successor product (the drug-test hybrid) that offers a new risk-benefit ratio superior to that of the stand-alone drug.

FDAAA recognizes that successive improvement requires contributions from parties other than the drug manufacturer. FDA's 1962 evidentiary paradigm relied on drug manufacturers to conduct research to establish drugs as safe and effective. Their work was seen as substantially complete at the point of FDA approval when they had produced a drug with a passable average risk-benefit ratio. Unfortunately, manufacturers' incentives to make successive improvements are rather weak after drug approval. Sales of drugs to non-responders are highly remunerative, accounting for an estimated 40% of overall pharmaceutical industry revenues at present. A rational manufacturer would tend not to invest in research to cut its own revenues. Such research bestows positive externalities on other parties, such as sellers of screening tests and doctors whose drug-injury liabilities might be reduced if adverse responders were screened out. FDA's regulations have not had—and even after FDAAA will not have—an effective cost-spreading mechanism to let drug manufacturers recover the costs of postmarket research from all the other parties who stand to gain from an improved risk-benefit ratio.

---

475 See Lawrence J. Lesko & Janet Woodcock, Translation of Pharmacogenomics and Pharmacogenetics: A Regulatory Perspective, 3 Nature Revs. 763, 767 (2004) (noting that screening strategies are most promising for drugs that have a narrow therapeutic range, large individual variability of response, and serious safety problems).

476 FURBERG & FURBERG, supra note 60, at 7.

477 Evans, supra note 222, at 791–92.

478 For discussion of incentives for pharmacogenomic research by drug manufacturers, see generally, Peakman & Arlington, supra note 224, at 35–40 (discussing future marketing challenges and legal liability issues that may confront pharmaceutical companies that do not provide tailored medicines); Lembit Rügo, Pharmacogenomics and Existing Therapies, 17 WHO Drug Info. 84 (2003) (noting a trend by regulatory authorities to require pharmaceutical companies to identify which patients are most likely to benefit from a drug); Michael Dickson et al., Survey of Pharmacoeconomic Assessment Activity in Eleven Countries (Org. for Econ. Co-operation & Dev., Working Paper No. 4, 2005), available at http://www.oecd.org/dataoecd/27/25/2955828.pdf (discussing the use of pharmacoeconomic assessment by OECD in determining which drugs are reimbursed through public health programs).


480 See Evans & Flockhart, supra note 81, at 56.

481 Id.
FDAAA seeks to engage parties other than the drug manufacturer in the process of improving the safety and effectiveness of FDA-approved drugs. Such parties include, for example, academic researchers; clinical laboratories and test manufacturers; developers of screening strategies, bioinformatics algorithms, and software; and health care providers. In the past decade, academic researchers and other third parties (such as genetic test developers) have played key roles in identifying genetic and molecular screening strategies to use with preexisting drugs. Discovery of biomarkers and tests to predict drug response “is often undertaken outside of the company developing the drug.” This pattern of third-party discovery is expected to continue. “Networked discovery” also is common and involves cooperative work among test developers, drug companies, academic and clinical laboratories, health care providers and payers, and other entities.

Third-party discovery requires policies to “bridge the gap between the basic and clinical world, as well as to connect academic and industrial realms.” The Institute of Medicine has noted a need for greater coordination to accelerate progress in biomarker discovery and has called for new models of cooperation. FDA’s ability to foster the required cooperation has been a concern. Many of the parties just discussed are not subject to FDA regulation. FDAAA does not change FDA’s jurisdiction or extend it to new entities not already regulated by FDA. However, without regulating the parties themselves, FDA still can take steps to remove barriers that stand in their way. FDAAA contains provisions aimed at encouraging cooperative activities, including the access provisions discussed in Part V.D and the risk management provisions discussed in Part V.G.

482 Evans, supra note 222, at 787–88.
483 See Lesko & Woodcock, supra note 475, at 767 (citing example); Sledge, supra note 474, at 1614 (discussing the discovery of new strategies for targeting older breast cancer therapies).
484 IOM, BIOMARKER-BASED TOOLS, supra note 174, at 21 (reporting presentation of Dr. Paul Waring).
485 Evans, supra note 222, at 757.
486 Id. at 788 fig. 5.
487 Id.; see also IOM, BIOMARKER-BASED TOOLS, supra note 174, at 24–26 (reporting presentation of Dr. Paul Waring) (discussing challenges of cooperation between drug and test developers).
488 IOM, BIOMARKER-BASED TOOLS, supra note 174, at 60 (reporting remarks of Dr. Michael E. Phelps).
489 Id. at 57–58 (reporting presentation of Dr. Stephen Friend).
490 IOM, DIFFUSION & GENOMIC INNOVATIONS, supra note 143, at 21.
D. Putting Evidence Into the Hands of Innovators

Problems with data access have been a major barrier to successive improvement of drugs by third parties (parties other than the drug manufacturer). Data on clinical experience with drugs are necessary to detect variations in response and to explore reasons for the variations. FDA's old evidentiary paradigm relied heavily on drug manufacturers to collect data and conduct postmarket studies. As a result, much of what is known about the clinical performance of drugs is in proprietary data sets not available to other researchers. Even when data theoretically are available (for example, by collecting adverse event statistics directly from health care providers) the cost of assembling them can be prohibitive, especially for thinly capitalized test developers and academic researchers. Investment in duplicative data sets wastes funds that otherwise could be spent validating new screening strategies and developing new tests.

A crucial feature of the Sentinel network is its access provisions. FDAAA lets FDA engage outside entities to help establish the Sentinel network. FDAAA also lets FDA involve public, academic, and private entities in various functions that use Sentinel data, such as classifying, analyzing, or aggregating Sentinel data; investigating priority drug safety questions; and performing advanced studies and analysis of safety risk. The entities involved in establishing the network can be, but need not be, the same entities engaged to analyze the data. Thus, FDA could collaborate with insurers or other holders of large datasets to establish the system and engage those same entities to perform studies and analytical functions with the data. However, FDA also could engage entirely different entities to conduct studies and analysis. FDA has wide discretion to determine which entities are appropriate partners for which functions.

FDA has expressed its intent to adopt a decentralized phase I network architecture in which organizations that possess data would respond to queries from FDA and return responses to the agency in

---

491 Id. (noting that "the system prevents open exchange of information and creates many barriers to communication among affected parties"); see also IOM, BIOMARKER-BASED TOOLS, supra note 174, at 57 (reporting presentation of Dr. Stephen Friend) (calling for more access to patient materials and data); Evans, supra note 222, at 788 (discussing various legal and regulatory barriers to cooperation).
492 FDA, March 8 Proceedings, supra note 388, at 85 (statement of Dr. Tom Gross).
aggregated, de-identified form.\footnote{See, e.g., JANET M. MARCHIBRODA, eHEALTH INITIATIVE FOUND., DEVELOPING A GOVERNANCE AND OPERATIONS STRUCUTURE FOR THE SENTINEL INITIATIVE 4, 8 (2009), available at http://www.regulations.gov/search/Regs/home.html#documentDetail?R=09000064809a82fo (discussing FDA's phase I network architecture in which organizations that now process data would keep the data behind their respective privacy firewalls and respond to queries sent by FDA).} Under this design, FDA would be engaging these organizations to provide both data access and analytical services to respond to FDA's queries. However, FDA also has legal authority to approve use of the Sentinel network to respond to queries submitted by outside entities, so long as their queries fit within the scope of authorized uses of Sentinel data described in FDAAA.\footnote{FDAAA § 905(a), 21 U.S.C.A. §§ 355(k)(4)(A)(i)-(iii); see also FDA, SENTINEL INITIATIVE, supra note 137, at 16 (showing a research component as part of the system's organizational structure).} From a legal standpoint, it would be lawful for FDA to approve release of Sentinel data either to the agency itself or to outside users that FDA has engaged to do analytical work.\footnote{FDAAA § 905(a), 21 U.S.C.A § 355(k)(3)(C)(i)(VI) (authorizing "export" of data for further aggregation, statistical analysis, or reporting).} These users could be parties other than the organizations that possess the data. However, the agency is keenly aware of the privacy issues this presents and has indicated it does not plan to move data away from their current locations.\footnote{Evans, supra note 6, at 621, 626.} The more likely scenario would be for outside users to work with FDA to define queries which, if approved by the agency, would be submitted for analysis behind the privacy firewalls of organizations that possess the data, with answers returned in an aggregated, anonymized form.\footnote{See FDA, Request for Information, supra note 434.} FDA is still in the process of developing Sentinel System governance arrangements, including the framework for approving outside data uses (or queries) and the terms and conditions of such uses.\footnote{See U.S. Food & Drug Admin. et al., Sentinel Initiative: Structure, Function, and Scope (Dec. 16, 2008) (transcript available at http://www.fda.gov/downloads/ScienceResearch/SpecialTopics/CriticalPathInitiative/PastEventsonCPI/UCM113469.pdf) (exploring Sentinel System governance and privacy issues at a day-long public workshop in Washington, D.C.).} These arrangements obviously are critical to the tasks of protecting privacy, ensuring that data are used ethically, and maintaining public acceptability of all data uses.\footnote{Evans, supra note 6, at 639–53 (discussing Sentinel System governance arrangements).}

The effect of these provisions is to empower FDA to engage entities other than those that now possess data to perform drug safety studies and research that use the data. It is fairly easy to criticize these
access provisions on ethical or privacy grounds. It is perhaps harder to understand why Congress saw them as a necessary part of the new evidentiary paradigm. Making drugs safer and more effective requires making evidence accessible to the parties most likely to pursue that goal. FDAAA breaks FDA's sole dependence on the drug manufacturer as a source of discovery and innovation in response to emerging evidence. It does not compel third parties to innovate, but enables them to do so. If drug manufacturers lack incentives to improve the risk-benefit ratio of their approved drugs, then FDA can arrange third-party access to Sentinel data for uses that serve that goal. Under FDA's phase I architecture, this "access" likely would take the form of approving queries from qualified third parties with which FDA is collaborating. The possibility of engaging outside parties to help improve drug safety may, in itself, help improve incentives for drug manufacturers to do so, knowing that others may enter the field if they fail.

Frankly, the concern is not whether FDA will over-share access to Sentinel data. The concern is that FDA may fail to ensure the level of access Congress envisioned. In recent years FDA has tended to favor a consensual model of regulation, a sort of regulation by consent of the regulated, and has shown a certain reluctance to flex compulsory power. In line with this preference, FDA has been pursuing voluntary arrangements to get private holders of data (such as large insurers, healthcare providers, and pharmaceutical companies) to participate in the Sentinel network. This approach may place FDA under pressure to agree to terms that restrict third-party queries. For example, data holders might agree to run queries only for other data holders that have contributed data; they may wish to exclude queries by entities that have not contributed data of their own. Such restrictions would perpetuate access barriers for test developers and other

502 See, e.g., id. at 631-33 (discussing FDA's traditional reliance on voluntary regulatory compliance); infra Part V.G.1 (discussing FDA's voluntary approach to cross-labeling issues).

503 See, e.g., Marchibroda, supra note 495, at 6-7, 13 (asserting that FDA lacks authority to compel data access); FDA, Request for Information, supra note 434 ("Data will continue to be managed by its owners, and only data or organizations who agree to participate in this system will be included."). But see Barbara J. Evans, Authority of the Food and Drug Administration to Require Data Access and Control Rights in the Sentinel Data Network, 65 FOOD & DRUG L.J. (forthcoming Feb. 2010) (manuscript at 7-46, available at http://ssrn.com/abstract=1508672) (analyzing FDA's statutory power to require data access and concluding that FDAAA gives FDA authority to require access to data, even if the agency may prefer, for policy reasons, to pursue consensual approaches).
third parties that may have little data to contribute, but who could make productive use of drug-related data if granted access.

FDA must resist pressure to accept terms that thwart Congress’s purpose, which was to provide data access to those best able to improve drug safety. FDA may need to flex the full array of compulsory powers available to it. The quest for regulation by consensus is a laudable one unless it thwarts achievement of Congress’s public health objectives. Appropriate access to Sentinel data was an essential feature of Congress’s overall postmarket regulatory design.

Sentinel data access appears set to emerge as a fruitful subject of scholarship and litigation once the system is up and running. Given the breadth of FDA’s discretion to approve or disapprove proposed uses of Sentinel data (i.e., to approve which queries can be run), will access be nondiscriminatory and will the access procedures be clearly enunciated? What recourse will be available if the agency fails to implement appropriate third-party access? In the tort litigation context, there will be questions about the discoverability of the underlying Sentinel System data themselves, in situations where FDA has used these data to generate risk-benefit information that is publicly reported in summary form. These and many other access-related issues are ripe for study as is the problem of protecting individual privacy in various contexts of access and disclosure.

E. Making Efficacy Regulation Effective

FDAAA’s handling of efficacy is revolutionary. The revolution is in a definitional section where it is easy to overlook. For the first time in history, Congress has instructed FDA to concern itself with individual variations in a drug’s effectiveness and to treat these variations as a potential safety issue in their own right. This aspect of FDAAA has significant potential to influence broader legal norms surrounding the sale and consumption of drugs. For example, if FDA regards efficacy failure as a safety problem, will courts eventually recognize it as a basis for tort liability?

504 See FDAAA § 915, 21 U.S.C.A. § 355(r)(2)(C) (West Supp. 2009) (calling for summaries of Sentinel System findings to be published on FDA’s Internet-based communication system described infra Part V.G.1); see also Mark A. Hall et al., Measuring Medical Practice Patterns: Sources of Evidence from Health Services Research, 37 Wake Forest L. Rev. 779 (2002) (discussing the related problem of tapping large databases used in health services research for use as evidence of the standard of care in malpractice cases).

505 See discussion infra Part V.F.
FDAAA achieves this change through a subtle, three-step sleight of definition.\(^506\) The change is almost invisible in the text. First, Congress defines a new term, “adverse drug experience,”\(^507\) which includes the usual things FDA traditionally counted as drug-related adverse events plus “any failure of expected pharmacological action of the drug.”\(^508\) This last prong would let non-responders\(^509\) be counted as having had an adverse drug experience. Non-responders are neither hurt nor helped by a drug. Because they are unhurt, they traditionally were not seen as having suffered an adverse event. Yet, obviously, it is an adverse experience to take a drug and still be sick. Moreover, it is a common experience: efficacy failure is estimated to occur with 30–60% of the prescriptions written in the United States.\(^510\) Second, Congress defined a “serious” adverse drug experience as one that kills or places the patient at immediate risk of death, results in persistent or significant incapacity or substantial disruption of ability to conduct normal life functions, or which may require medical or surgical intervention to prevent such outcomes.\(^511\) Third, Congress closed the definitional loop by equating “serious risk” to risk of a serious adverse drug experience.\(^512\)

These little changes give FDA big new powers. The agency can tackle the problem of non-response with the same tools it has available for managing drug safety problems. These tools include, for example, the power to order postmarket studies, labeling changes, and risk mitigation steps described infra.\(^513\) In situations where patients’ non-response to a drug entails potentially serious consequences, such as death or significant incapacity, FDA can address the


\(^{507}\) Id. § 901(b), 21 U.S.C.A. § 355-1(b)(1).


\(^{509}\) See supra fig. 1 (schematically depicting non-responders as the 40% of patients in the center of the chart who received neither benefits nor harms from the drug).

\(^{510}\) See Peakman & Arlington, supra note 224; see also Kenneth R. Evans, Ontario Cancer Biomarker Network, Presentation, Challenges and Potential in Biomarker Discovery and Development, at slide 3 (on file with author) (reporting a non-response rate of 40–60% for depression drugs; a 4–75% non-response rate for asthma drugs; a 50–75% non-response rate for certain diabetes drugs (sulfonyurea, biguanides, and glitazones), and a 70–90% non-response rate for various drugs used in treating breast, lung, and brain cancers); Henderson & Reavis, supra note 315, at 2 fig. 1 (showing non-response rates for fourteen major classes of drugs and reporting that non-response rates vary from 20% to around 75%, with most drugs having non-response rates in the 40–60% range).


\(^{513}\) See discussion infra Part V.G.2.
A NEW EVIDENTIARY PARADIGM

problem of non-response just as it would address any other safety issue. This empowers FDA to conduct postmarket surveillance of efficacy—a crucial power in the age of genomic medicine, when many products will be entering the market with unresolved questions about their long-term efficacy.

Historically, FDA has viewed non-response as an efficacy issue but not a safety issue in its own right. This view is imbedded in the risk-benefit methodology FDA uses to assess safety when approving new drugs. This methodology (which still is in effect as of today) requires reviewers to distinguish two types of adverse events: (1) those that are attributable to progression of the underlying disease (that is, to non-response), and (2) those that are caused by the drug itself. Only the latter events are counted in the risk-benefit ratio FDA uses to assess whether the drug is safe enough to approve. Injuries caused by non-response are deliberately ignored. Yet these harms are potentially serious. Though not directly poisoned by the drug, non-responders may suffer “lost-chance” injuries (opportunity costs), including profound ones. Cancer patients may die. Diabetes patients may suffer kidney failure, loss of eyesight, or amputations. The potential for lost-chance injuries exists whenever a patient has a progressive disease and multiple treatment options are available. Taking an ineffective drug implies foregoing other therapies that might have halted or slowed the disease progression.

FDAAA may or may not lead to changes in the risk-benefit methodology FDA applies during drug approval, but it will change the way non-response is handled after approval. This approach (waiting until the postmarket period to address the safety impacts of non-response) makes sense. These impacts arise when a drug is effective on average (and hence approvable) but fails to work in some patients. In other words, the potential for harm reflects individual variability in response to the drug. Data on individual variability often are of poor quality at the point when drugs are first approved. Clinical trials, with their small sample sizes and short duration, may spot some instances of non-response and may provide some insight into the health consequences. However, much larger sample sizes are needed to under-

514 See CDER, MAPP 6010.3, supra note 216, §§ 7.1, 7.1.5.5; FDA, Conducting a Clinical Safety Review, supra note 142, at 5–6, 8, 12–14.
515 See id.; see also Evans, supra note 222, at 762–64 (discussing this problem).
516 “Lost-chance” doctrine, which is recognized in some states, lets patients bring tort suits when they have suffered irreversible disease progression as a result of a negligent error or delay in treating or diagnosing their disease. See, e.g., Martin J. McMahon, Annotation, Medical Malpractice: Measure and Elements of Damages in Actions Based on Loss of Chance, 81 A.L.R. 4th 485 (1990).
stand the full range of variability, and longer follow-up is needed to assess how non-response ultimately affects health outcomes. This problem lends itself to large postmarket observational studies. In all likelihood, FDA will continue to approve drugs with significant rates of non-response, just as it has done in the past. However, FDAAA adds non-response to the list of issues to be monitored and managed in the postmarket period. That is the right time to address this problem, since that is when high-quality regulatory evidence first becomes available.

F. Piercing the Veil of Average Safety and Efficacy

In the twentieth century, FDA restricted its focus to average safety and efficacy.\(^5\)\(^1\)\(^7\) This was driven partly by scientific limitations of the day, but another factor was at work: There was legislative intent for FDA not to concern itself with individual variations in drug response. Congress expressed this intent clearly when enacting the 1962 amendments. By authorizing FDA to concern itself with variability of treatment response,\(^5\)\(^1\)\(^8\) FDAAA redraws a forty-five-year-old jurisdictional boundary.

The scope of FDA's power to regulate medical practice, a traditional area of state regulation, was a "hot-button" issue as Congress debated passage of the 1938 Act.\(^5\)\(^1\)\(^9\) Congress disclaimed intent for FDA's regulation of medical products to entail broad regulation of medical practice.\(^5\)\(^2\)\(^0\) As a matter of policy, FDA subsequently sought to avoid regulating physicians' activities.\(^5\)\(^2\)\(^1\) This policy may account for FDA's failure to address the safety impacts of non-response between 1938 and 1962. The 1938 Act authorized FDA to oversee drug safety but not drug efficacy.\(^5\)\(^2\)\(^2\) This would have let FDA address non-response, but only to the extent that it was viewed as a safety problem.

\(^5\)\(^1\)\(^7\) See discussion supra Part IV.B.
\(^5\)\(^1\)\(^8\) See discussion supra Part V.E.
\(^5\)\(^1\)\(^9\) See Joel E. Hoffman, Administrative Procedures of the Food and Drug Administration, in 2 FUNDAMENTALS OF LAW AND REGULATION, supra note 20, at 13, 17–24; Evans & Flockhart, supra note 81, at 50–51 (discussing legislative debate in the late 1930s).
\(^5\)\(^2\)\(^0\) Legal Status of Approved Labeling of Prescription Drugs; Prescribing for Uses Unapproved by the Food and Drug Administration, 37 Fed. Reg. 16,503 (Aug. 15, 1972) (discussing, in the preamble to a proposed rulemaking, Congress's legislative intent in passing the FDCA).
\(^5\)\(^2\)\(^1\) Id.; see also David G. Adams, The Food and Drug Administration's Regulation of Health Care Professionals, in 2 FUNDAMENTALS OF LAW AND REGULATION, supra note 20, at 423 ("FDA has traditionally taken the position that it does not regulate the practice of medicine or pharmacy and has generally avoided regulatory actions that would directly restrict or interfere with professional service to patients.").
\(^5\)\(^2\)\(^2\) See discussion supra Introduction.
It was indeed a safety problem then as now. However, non-response was (and still is) primarily an efficacy issue. From the early twentieth century up until the 1962 amendments went into effect, questions of efficacy were regarded as the province of physicians and the medical profession.\textsuperscript{523} Nongovernmental bodies such as the American Medical Association operated programs to assess drug efficacy and disseminate this information to their members.\textsuperscript{524} To have addressed safety impacts of non-response, FDA would have had to intrude on "efficacy space" already occupied by physicians. FDA declined to do so.

The 1962 amendments at last authorized FDA to address questions of efficacy. Before these amendments were passed, however, there was a legislative struggle over what "efficacy" means. During this struggle, Congress parsed efficacy into two aspects, only one of which would be subject to federal oversight. In 1962, legislators understood that efficacy assessments involve subjective judgments\textsuperscript{525} and that unambiguous proof of efficacy rarely exists. Senators Dirksen and Hruska sought assurance that FDA would not require unanimous or even preponderant evidence of efficacy before approving a drug.\textsuperscript{526} In response, the 1962 amendments required only "substantial" evidence of efficacy\textsuperscript{527}—a position advocated by the pharmaceutical industry.\textsuperscript{528} Congress expressed its intent that: (1) this standard should not imply "identical results for different patients"\textsuperscript{529} and (2) physicians, rather than FDA, should be the ultimate arbiters of what is effective for a particular patient.\textsuperscript{530} Thus, Congress was fully aware of individual variability of drug response but steered FDA away from engaging with this problem.

In effect, Congress deemed average efficacy to be a product regulatory issue subject to federal regulation, but left individual efficacy in the realm of state medical practice regulation. Two factors explain

\textsuperscript{523} See Lechter, \textit{supra} note 90, at 144 (citing Paul Starr, \textit{The Social Transformation of American Medicine} 131--33 (1982)).
\textsuperscript{524} Id.
\textsuperscript{525} Id. at 156.
\textsuperscript{526} Id.
\textsuperscript{527} S. Rep. No. 1744, \textit{supra} note 14, at 2921.
\textsuperscript{529} S. Rep. No. 1744, \textit{supra} note 14, at 2921.
\textsuperscript{530} Id. at 2920--21.
Congress’s decision. The first was the primitive state of mid-twentieth-century science, which saw variable response as a chance event, beyond human control and, therefore, not something that could be improved through regulatory oversight.531 Second, the scope of federal power to regulate medical practice was a concern in 1962 just as it had been in 1938.532 The American Medical Association opposed the 1962 amendments.533 Making drugs effective at the level of individual patients requires physician involvement.534 Even if FDA could describe specific types of people likely to respond badly or favorably to a drug, physicians still would need to assess whether patients met those criteria and they would need to prescribe drugs appropriately in light of that information.535 To ensure individual efficacy, the agency seemingly would need a mechanism for enforcing physicians’ compliance with its approved product labeling. In 1962, Congress was unwilling to assert that federal jurisdiction extended that far. In fairness, Congress’s decision did not significantly diminish public health or safety: The science of that day would not have supported meaningful regulation of individual effects, even if Congress had been comfortable with the jurisdictional issues it presented.536

Twentieth-century law meekly accepted science’s incapacity to predict whether drugs will or will not be effective for particular patients. This resignation was seen in Congress’s parsing of efficacy in 1962, and it is reflected in the risk-benefit methodology FDA still uses today to approve new drugs. It has influenced broader legal doctrine (such as tort liability standards that presently impose few duties to ensure the efficacy of health care) and commercial norms in the health care industry (such as payment and insurance reimbursement

531 Evans & Flockhart, supra note 81, at 47.
533 Lechter, supra note 90, at 148; see also Grow, supra note 528, at 15–17 (recounting testimony given on behalf of AMA during hearings before the Subcommittee on Antitrust and Monopoly of the Senate Committee on the Judiciary as the 1962 amendments were considered).
535 See IOM, UNDERSTANDING BENEFITS, supra note 16, at 16–17 (“Accurately identifying such populations involves significant physician involvement, over which . . . FDA has little control. While . . . FDA can define benefits and risks for different populations, it cannot prevent the inappropriate prescribing by physicians once a drug is on the market.”).
536 See Evans & Flockhart, supra note 81, at 47.
standards that require no refunds when treatments fail). FDAAA asserts that it is time to do something about treatment failure. This is revolutionary; the revolution was timely if not overdue. It remains to be seen whether, how, and when FDAAA’s new view of therapeutic non-response may rub off on other areas of health law. The immediate impact is that efficacy failure is now, at least for postmarket regulatory purposes, a legitimate drug safety issue and Congress, for the first time, sees individual/subgroup variability as a legitimate concern of federal regulation.

G. Making Evidence Consequential

The seventh pillar of the new paradigm is expanded regulatory decisionmaking authority in the postmarket period. The postmarket evidence FDA was gathering before FDAAA was “seriously flawed” and has been criticized as giving an incomplete picture of the safety of approved drugs. It deserves an even harsher criticism: it was largely inconsequential. Congress had given FDA very little power to order action in response to emerging postmarket evidence. Without such power, postmarket evidence is idle knowledge. FDAAA grants FDA a bundle of new powers to apply postmarket evidence to improve the public’s health.

1. Communicating Evidence to the Public and Physicians

FDAAA lets FDA require safety-related labeling changes at any point in a drug’s life cycle. Before FDAAA, FDA had control over initial product labeling, but if new risks emerged after product

537 IOM, UNDERSTANDING BENEFITS, supra note 16, at 52.

538 See IOM EMERGING SAFETY SCIENCE, supra note 80, at 79 (reporting presentation of Dr. William DuMouchel) (pointing out that FDA’s MedWatch postmarket drug safety database relies on voluntary reports by patients and physicians and thus includes only an inaccurate “numerator” (how many incidents were voluntarily reported) and no “denominator” (the total number of people who took the drug)); Duh et al., supra note 63, at 31 (pointing out that when FDA tried to supplement physician-reported data through voluntary agreements to access data from Health Maintenance Organization databases, the resulting data had the customary limitations seen with administrative datasets); see also Pillans, supra note 62, at 697 (pointing out that the “numerator” was susceptible to underreporting); id. at 698 (discussing voluntary adverse-drug-reaction reporting systems in various nations).

539 See FDAAA § 901(a), 21 U.S.C.A. § 355(o)(4) (West Supp. 2009) (letting FDA notify manufacturers of safety information it believes should be included in drug labeling and order the change following a period for response and discussions with the manufacturer).
approval, FDA could only encourage voluntary\textsuperscript{540} labeling changes by threatening to withdraw its previously-granted approval.\textsuperscript{541} This threat rang hollow for risks that were not serious enough to justify removing a drug from the market. Even for serious risks, this approach was problematic if the drug was providing therapeutic benefits for at least one patient subgroup.\textsuperscript{542} The situation shown schematically in Figure 1 is actually quite common. A drug may be delivering benefits to some patient subgroups even while endangering others. If a late-discovered risk affects only a subset of patients taking the drug, withdrawing the approval would protect some patients at the cost of denying therapeutic benefits to others who have come to rely on the drug.\textsuperscript{543} Withdrawal would not necessarily improve the public's health, so FDA's threats had little credibility if manufacturers declined to make requested labeling changes.

FDA now has authority to order safety-related labeling changes. Since FDAAA views efficacy failure as a potential safety problem, this seemingly could include labeling changes to address emerging problems with individual or average efficacy. During the first six months after these provisions went into effect, FDA ordered four safety-related labeling changes.\textsuperscript{544} While helpful, this new power is only a partial solution.

Traditional labeling is not an ideal medium for communicating the information doctors will need in the twenty-first century.\textsuperscript{545} For

\textsuperscript{540} Levitt et al., \textit{supra} note 20, at 178; see also I. Scott Bass, \textit{Enforcement Powers of the Food and Drug Administration: Drugs and Devices, in 2 Fundamentals of Law and Regulation}, \textit{supra} note 20, at 55, 70–74 (discussing the scope and limits of FDA's recall authority).


\textsuperscript{542} See Epstein, \textit{supra} note 43, at 25 (calling it "utterly indefensible" to remove a drug from the market in situations where there is a way to distinguish in advance the portion of the total population that is at risk for an adverse reaction, and noting that in these situations the "key question is to develop some protocol that allows for the identification of these high risk users, usually a minority").

\textsuperscript{543} See, e.g., John Leland, \textit{Pain Pills Withdrawn, Many Renew Search for Relief}, N.Y. TIMES, Mar. 6, 2005, at A30 (describing hardships for patients for whom Cox-2 painkillers had been effective, when some of these products were removed from the market due to cardiovascular risks).


\textsuperscript{545} Evans, \textit{supra} note 222, at 780–82.
example, doctors increasingly are being asked to apply complex genetic and biomarker screening strategies to predict which patients are suitable candidates for particular drugs. To succeed, they need detailed, application-specific, up-to-date information about the best screening strategies and tests to use with particular drugs.546 In recent years, this led to calls for cross labeling of tests and drugs. Cross labeling exists when a drug’s labeling identifies specific screening tests and provides information on how to vary doses in response to test results, or when a test’s labeling describes how to use the test to screen patients for a specific drug.547 Cross labeling is what most of us would like to have, when a drug is being given to us or to our loved ones, yet very few cross-labeled products exist.548 It is more common for drug labeling—if it includes any information about screening strategies at all—simply to note that patient response may vary based on certain genetic or other factors, without recommending specific tests to use or explaining how to vary dosing in response to the test results.549

As of 2005, FDA seemed unsure of its authority to force drug and test manufacturers to cross label their products, if either party objected to doing so.550 Segments of the industry voiced strong opposition to mandatory cross labeling, citing problems with apportion-

---

546 FDA, March 7 Proceedings, supra note 227, at 7–8 (statement of Dr. Janet Woodcock) (discussing the need for the full weight of scientific advances to be brought to bear on treatment decisions and the need for up-to-date, accurate information at the point of patient care).

547 Evans, supra note 222, at 785–87.

548 Id. at 780. But see, e.g., Genentech, Full Prescribing Information for Herceptin (2009), available at http://www.gene.com/gene/products/information/oncology/herceptin/insert.jsp (cross-referencing specific, named tests to use with the drug).

549 See, e.g., Eli Lilly & Co., Full Prescribing Information for Strattera, §§ 12.3, 17.7 (2009), available at http://pi.lilly.com/us/strattera-pi.pdf (noting that the drug is metabolized primarily through the cytochrome P450 2D6 enzymatic pathway and commenting that dose may need to be adjusted when the drug is used along with certain other drugs that inhibit this pathway, but not naming a specific test); see also Lesko & Woodcock, supra note 475, at 766 (discussing factors FDA considered in deciding how to address gene-drug interactions in atomoxetine (Strattera) labeling).

550 See Evans, supra note 222, at 785–86; see also Drug Info. Ass’n & U.S. Food & Drug Admin., Proceedings, Combination Products and Mutually Conforming Labeling Workshop (May 10, 2005) [hereinafter DIA & FDA, May 10 Proceedings], transcript available at http://www.fda.gov/CombinationProducts/MeetingsConferencesWorkshops/ucm135152.htm (statements of Nancy Stade, Office of the Chief Counsel, U.S. Food & Drug Admin., and Suzanne O’Shea, Office of Combination Products, U.S. Food & Drug Admin.) (discussing whether FDA can approve one company’s product without voluntary conformity by another company).
ment of product liability and various commercial concerns.\textsuperscript{551} Even if FDA did have such authority (or if the parties voluntarily agreed to work together), there are evidentiary barriers to cross labeling. Most of the available screening tests are CLIA-regulated LDTs.\textsuperscript{552} Because these tests do not pass through a rigorous, data-driven regulatory review before they go on the market, many of them are unable to meet FDA's evidentiary standards for including information in drug labeling. Another concern is whether drug labeling can be revised quickly enough to keep pace with the rapid evolution of new, better screening tests.\textsuperscript{553} Continual revisions would be required, and labeling changes are not free.\textsuperscript{554}

FDA indicated in 2005 that it would encourage voluntary cooperation among drug and test manufacturers\textsuperscript{555} but would stop short of forcing them to cross label their products. Whatever the merits of this policy, it poses obstacles to commercialization of third-party screening tests for use with preexisting drugs\textsuperscript{556} and has been a barrier to third-party participation in efforts to make drugs safer and more effective.\textsuperscript{557} It also leaves doctors groping for information about which test is best to use with which drug. In FDAAA, Congress could have granted FDA authority to require compulsory cross labeling. Congress did not do so. It instead pursued a multifaceted solution that acknowledges: (1) the underlying gaps in evidence about screening strategies and tests for use with drugs, (2) the need for timely communication of rapidly evolving advice.

By improving postmarket evidence development generally,\textsuperscript{558} FDAAA creates infrastructure that can be used to develop new screening strategies and to validate specific tests (including CLIA-regulated LDTs) for use with particular drugs. By doing postmarket observational studies, FDA will spot drugs that have high rates of adverse- or non-responders. People in these subgroups could be approached to obtain their consent for follow-up studies to identify genetic and other

\textsuperscript{551} See DIA & FDA, May 10 Proceedings, supra note 550 (statements of Drs. Anna Longwell, Combination Prods. Coalition, \& David Eveleth, Exec. Dir. of Med. \& Developmental Scis., Pfizer, Inc.).
\textsuperscript{552} SACGHS, U.S. OVERSIGHT, supra note 223, at 39.
\textsuperscript{553} Evans, supra note 222, at 781.
\textsuperscript{554} Prescription Drug User Fee Rates For Fiscal Year 2009, 73 Fed. Reg. 45,017, 45,022 (Aug. 1, 2008) (quoting a fee of $623,600 in fiscal year 2009 for a supplemental application to amend an existing new drug application, if the supplemental application requires review of clinical data).
\textsuperscript{555} Evans, supra note 222, at 781.
\textsuperscript{556} Id. at 786.
\textsuperscript{557} See discussion supra Part V.C.
\textsuperscript{558} See discussion supra Part V.A.
factors that may explain their responses to the drug. Such studies would fit under the rubric of “advanced drug safety studies” envisioned by FDAAA. Thus FDA has power to authorize the use of Sentinel System data in these studies, although individual consents still would be required to collect new specimens for genetic analysis. When there is insufficient evidence about the clinical utility of existing screening tests, the Sentinel System could be used to conduct observational studies comparing outcomes in patients who were and were not screened with particular tests. These and other follow-up studies could help develop hard evidence to support better risk management techniques and, in some cases, labeling changes.

To make communication more timely, FDAAA orders FDA to establish an Internet-based system\textsuperscript{559} for disseminating risk information to patients and health care providers.\textsuperscript{560} The system is to provide an easily searchable\textsuperscript{561} one-stop source of information on drug-related risks and how best to manage them. It already includes information that previously has been available in paper form, such as labeling, package inserts, Medication Guides,\textsuperscript{562} and safety alerts (product recalls and warning letters).\textsuperscript{563} However, a key purpose of this system is to provide continuous, close-to-real-time feedback of emerging safety data, including early signals of potential problems that are not yet well enough verified to warrant labeling changes or warnings.\textsuperscript{564} Already, the system has begun reporting potential new risks identified using FDA’s pre-FDAAA adverse event reporting system.\textsuperscript{565} Congress has authorized public access to anonymized summaries of Sentinel System safety findings as these become available.\textsuperscript{566} For all newly approved drugs, risk information will be updated within eighteen months or at such time as the drug has been used by 10,000 people.\textsuperscript{567} The system also will provide information on how to manage a drug’s risks, including pre-FDAAA risk management plans that already were

\textsuperscript{559} The system’s early implementation can be viewed at U.S. Food & Drug Admin., Postmarket Drug Safety Information for Patients and Providers, http://www.fda.gov/cder/drugSafety.htm (last visited Dec. 6, 2009).


\textsuperscript{564} Id.


\textsuperscript{566} FDAAA § 915, 21 U.S.C.A. § 355(r)(2)(C).

\textsuperscript{567} Id., 21 U.S.C.A. § 355(r)(2)(D).
in place for some drugs and the new Risk Evaluation and Mitigation Strategies\(^\text{568}\) envisioned by FDAAA.\(^\text{569}\)

FDAAA has not changed FDA's traditional labeling requirements. They will continue in effect and the new Internet-based communication system will exist alongside them. FDA has met its statutory deadline (one year from enactment of FDAAA\(^\text{570}\)) to get the system started, but its functionality will be evolving over a period of years. It is still too early to tell how it may evolve. When fully developed, it eventually could supplant traditional labeling as the primary medium patients and physicians rely on for risk-benefit information about drugs.

2. Applying the Evidence

Communicating risk-benefit information will not improve public health, unless the information actually is applied at the point when physicians prescribe drugs. Labeling changes repeatedly have been shown, in empirical studies, to have little impact on physicians' prescribing behavior.\(^\text{571}\) Changing FDA's communication medium is unlikely to change that fact, without a workable mechanism to promote physician compliance with warnings, instructions, and risk management strategies. The physician assistant who administered the drug that cost the patient an arm in \textit{Wyeth v. Levine} was prescribing it directly at odds with warnings stated in labeling\(^\text{572}\) and presumably would have been equally unimpressed by a warning delivered over the Internet.


\(^{570}\) \textit{Id.}, 21 U.S.C.A. § 355(r)(1).

\(^{571}\) See, e.g., Walter Smalley et al., \textit{Contraindicated Use of Cisapride: Impact of Food and Drug Administration Regulatory Action}, 284 JAMA 3036, 3038 (2000) (finding that labeling revisions and efforts to communicate contraindications of the drug cisapride (Propulsid) had little impact on prescribing behavior); Raymond L. Woosley \& Glenn Rice, \textit{A New System for Moving Drugs to the Market}, \textit{Issues Sci. \& Tech. Online}, Winter 2005, http://www.issues.org/21.2/woosley.html (relating how physician noncompliance with warnings and contraindications in drug labeling ultimately forced manufacturers to remove cisapride (Propulsid), terfenadine (Seldane), astemizole (Hismanal), troglitazone (Rezulin), bromfenac (Duract), and trovafloxacin (Trovan) from the market, even though these drugs would have been safe if instructions in labeling had been heeded).

During the twentieth century, FDA pursued a policy of not regulating physicians.\(^{573}\) This was embodied in the agency's permissive policy on off-label use.\(^{574}\) This policy let physicians choose to disregard instructions and warnings in drug labeling. FDA took the position that "labeling is not intended either to preclude the physician from using his best judgment in the interest of his patient, or to impose liability if he does not follow the package insert."\(^{575}\) This policy made a certain amount of sense under the 1962 regulatory paradigm, which focused FDA's attention on average safety and efficacy. Unable to provide meaningful guidance about individual safety and efficacy, FDA left this determination to physicians. FDA understood the limitations of its average statistics and this policy, arguably, was as good a solution as any.

FDA's permissive policy on off-label use loses this rationale in a world where FDA is able to provide more nuanced information about benefits and risks. In coming years, FDA will be providing information at the individual/subgroup level for some (not all) drugs. For such drugs, a permissive policy on off-label use is hard to justify. Some off-label uses may be beneficial or at least innocuous (for example, trying out a drug for a new indicated use in patients who, based on screening tests, are at low risk of adverse reactions). Other off-label uses may be overtly dangerous or wasteful (for example, giving it to patients who, based on screening tests, are known to be at high risk of adverse reactions or non-response). Off-label policy itself needs to be nuanced, varying with the specific drug and use.\(^{576}\) Certain "bad" off-label uses may need to be banned.\(^{577}\)

One of the unanticipated outcomes of the Human Genome Project has been to blur the line between medical product and medical practice regulation.\(^{578}\) If safety and efficacy are conceived in individual, rather than average, terms, product regulation necessarily touches matters traditionally seen as medical-practice issues.\(^{579}\)

\(^{573}\) See discussion supra Parts V.D-V.E.

\(^{574}\) Legal Status of Approved Labeling for Prescription Drugs: Prescribing for Uses Unapproved by the Food and Drug Administration, 37 Fed. Reg. 16,503, 16,504 (Aug. 15, 1972) (stating that labeling is not intended to impede the physician's exercise of judgment concerning what is best for the patient or to impose liability for prescribing decisions that are at odds with drug labeling).

\(^{575}\) Id.

\(^{576}\) See Evans, supra note 222, at 784.

\(^{577}\) Id. at 785.

\(^{578}\) See Evans, supra note 293, at 288-93 (discussing how personalized medicine blurs the line between product regulation and practice regulation); see also IOM, UNDERSTANDING BENEFITS, supra note 16, at 16-17.

\(^{579}\) Evans, supra note 293, at 290, 292.
uct and practice regulation cease to be as cleanly separable as the 1938 Act and the 1962 amendments conceived them to be. Personalized medicine—the use of screening tests to inform individual prescribing decisions—makes FDA a purveyor of information that bears on clinical decisions. The problem is how to ensure this information is put to use.

Despite Congress's delicacy about the matter, courts have never found constitutional limits on FDA's power to regulate physicians.580 "There is little doubt under modern law that Congress has ample power to regulate the manufacture, distribution, and use of drugs and medical devices."581 The jurisdictional lines Congress posited in 1938 and 1962 were the product of intense lobbying by the medical profession582 and may have been unduly timid. Nonetheless, FDA actions that influence medical practice remain controversial. The 1976 Medical Device Amendments expressly authorized FDA to approve medical devices subject to restrictions on their use and distribution.583 The older provisions of FDCA, dealing with drugs and biologics, lacked similar provisions. Since 1990, FDA has struggled with how to ensure safe prescribing of drugs for which there are known strategies that could reduce risks.584

In 1992, FDA interpreted the FDCA as allowing use restrictions for drugs and biologics.585 FDA issued regulations586 letting new drugs and biologics be approved subject to "restrictions to ensure safe use"587 if FDA found that the product was effective but not safe without restrictions.588 These regulations were part of FDA's accelerated approval program (in 21 C.F.R. part 314, subpart H). Unlike FDA's

580 See Adams, supra note 521, at 424–25.
582 See Adams, supra note 521, at 423; Grow, supra note 528, at 15–17.
587 Id. §§ 314.520(a), 601.42(a) (allowing use restrictions, such as limiting distribution to certain facilities or to physicians with special training, or conditioning distribution on the performance of specific medical procedures).
588 Id.
authority to require postmarket studies under subpart H, FDA could impose use restrictions regardless whether a drug was approved based on surrogate or clinical endpoints.\footnote{589} FDA expressed its intention to invoke this authority only rarely\footnote{590} and, in subsequent years, has stayed true to this promise. Outside its subpart H authority, FDA also worked with drug sponsors to implement use restrictions as part of voluntary risk management plans for some drugs.\footnote{591} In 2005, FDA issued three guidance documents clarifying the correct design of these plans and the circumstances when sponsors should consider putting a plan in place.\footnote{592} These plans have tended to be confined to relatively few products with serious, known side effects.\footnote{593}

FDA's authority to restrict the use of drugs under subpart H was questioned and criticized as an intrusion on the practice of medicine.\footnote{594} Nevertheless, drug sponsors tended not to challenge restrictions FDA imposed when approving new drugs. Faced with the alternative of not having their product approved at all, sponsors generally were willing to agree to proposed restrictions. FDA has tremendous bargaining power at that moment in a drug's life. What was missing, however, was a mechanism to impose restrictions later in a drug's life to manage new risks discovered in the postmarket period.

FDAAA gives FDA clear statutory authority to condition the sale of drugs on specific measures to manage their risks.\footnote{595} The vehicle

\footnote{589} Under the accelerated approval program, FDA could order postmarket studies only when it approved a product based on surrogate endpoints of effectiveness. \textit{See supra} Part V.B.1. However, the authority to restrict distribution and use was not so restricted. Thus, for example, FDA used this regulation to restrict distribution of the abortion drug mifepristone (RU-486) even though the approval was based on a clinical endpoint (effectiveness in producing an abortion). \textit{See Memorandum from Ctr. for Drug Evaluation & Research to NDA 20-687 MIFEPRAX (mifepristone) Population Council at 1 (September 28, 2000), available at http://www.fda.gov/downloads/Drugs/DrugSafety/PostmarketDrugSafetyInformationforPatientsandProviders/ucm111366.pdf.}


\footnote{591} Gottlieb, \textit{supra} note 584, at 666.


\footnote{593} Gottlieb, \textit{supra} note 584, at 669–70.

\footnote{594} \textit{See New Drug, Antibiotic, and Biological Drug Product Regulations; Accelerated Approval, 57 Fed. Reg. at 58,951 (discussing public comments disputing FDA's claimed authority to impose restrictions).}

\footnote{595} \textit{See FDAAA § 901(b), 21 U.S.C.A. §§ 355-1(a)(1)–(2) (West Supp. 2009) (letting FDA require risk evaluation and mitigation strategies for newly- and already-approved drugs). FDA may require such strategies to include conditions for market-
for imposing restrictions is called a Risk Evaluation and Mitigation Strategy (REMS).\textsuperscript{596} FDA can require a REMS either when a drug initially is approved\textsuperscript{597} or subsequently if FDA determines, based on emerging evidence, that a REMS is needed to ensure that the drug's benefits outweigh its risks.\textsuperscript{598} If FDA requires a drug to have a REMS and the drug sponsor fails to maintain compliance with its terms, sale of the drug will be unlawful.\textsuperscript{599} All REMS must include a program for ongoing evaluation of the risk.\textsuperscript{600} Additional elements may be included.\textsuperscript{601} Some of these are simple, familiar measures FDA already has been using, such as requiring Medication Guides, patient package inserts, or warning letters to advise healthcare providers of a risk.\textsuperscript{602} However, more draconian measures can be imposed on drugs that are effective but have known risks so serious that the drug otherwise would be unavailable.\textsuperscript{603} That is, the risk would block approval of a new drug or cause approval of an existing drug to be withdrawn. For such drugs, FDA can condition sale on specific restrictions known as "elements to ensure safe use."\textsuperscript{604}

The REMS use restrictions are not a novel concept, since they resemble measures already in effect under subpart H and voluntary risk management programs.\textsuperscript{605} FDAAA elaborates six potential elements of risk management programs\textsuperscript{606} and, importantly, gives spe-

\begin{itemize}
\item \textsuperscript{596} FDA \textit{v.} 21 U.S.C.A. § 355-1(f)(3).
\item \textsuperscript{597} FDA \textit{v.} 21 U.S.C.A. § 355-1(a)(1).
\item \textsuperscript{598} FDA \textit{v.} 21 U.S.C.A. § 355-1(a)(2)(A).
\item \textsuperscript{599} FDA \textit{v.} 21 U.S.C.A. § 355-1(b)(1)(B).
\item \textsuperscript{600} FDA \textit{v.} 21 U.S.C.A. § 355-1(d).
\item \textsuperscript{601} FDA \textit{v.} 21 U.S.C.A. § 355-1(e).
\item \textsuperscript{602} FDA \textit{v.} 21 U.S.C.A. § 355-1(f).
\item \textsuperscript{603} FDA \textit{v.} 21 U.S.C.A. § 355-1(f).
\item \textsuperscript{604} FDA \textit{v.} 21 U.S.C.A. §§ 355-1(f)(1)(B), (3).
\item \textsuperscript{605} See Kessler & Vladeck, supra note 11, at 491.
\item \textsuperscript{606} See FDAAA § 901(b), 21 U.S.C.A. § 355-1(f)(3) (describing six elements of safe use: (1) FDA can limit who can prescribe a drug, for example, limiting it to health care providers with special training or experience; (2) FDA can require special certification of entities that dispense the drug; (3) FDA can restrict a drug for use in particular health-care settings, for example, requiring drugs that can have sudden, life-threatening reactions to be administered in hospitals where immediate emergency care would be available; (4) FDA can require that patients have complied with safe-
\end{itemize}
pecific authorization to require the use of modern biomarker screening strategies and pharmacogenetic tests. A REMS can require that patients meet safe-use conditions, which can include laboratory testing before the drug is prescribed. For example, pregnancy testing could be required to make sure drugs that cause birth defects are not given to pregnant women, or a pharmacogenetic test could be required to assess whether a patient is a suitable candidate for the drug. This provision, in effect, lets a REMS be used to achieve functional cross labeling of a drug and a test, without actually altering the labeling of either product. This may help address the evidentiary problems that have blocked cross labeling of drugs with CLIA-regulated LDTs. Evidentiary standards for a REMS are presently less formalized, and thus may be more flexible, than the standards for including information in labeling. This requirement could be buttressed by another allowed element—inclusion of patients taking a drug in a registry, so that their outcomes can be followed to confirm the test’s utility and develop evidence to support a later change in the drug’s labeling.

Use restrictions offer a much-needed alternative to pulling a drug from the market when it is beneficial to some patients but poses serious risks for others. When patient populations are segmented by predictable variations in response, “it [is] utterly indefensible to remove the drug from the market altogether so long as warnings can enforce the proper rules for market segmentation.” Unfortunately, warnings alone cannot enforce the needed segmentation. A number of beneficial drugs have had to be withdrawn from the market when doctors failed to “do the right thing” in response to the FDA’s warnings.” Use restrictions aim to save drugs that are benefiting some patient subgroups by imposing binding restrictions to protect other subgroups (adverse or non-responders).

To date, the REMS that have been approved did not involve the use of pharmacogenetic testing to address variable response. After the REMS provisions of FDAAA took effect in March, 2008, FDA

use conditions such as testing prior to administration of the drug; (5) FDA can require specific monitoring of patients to detect adverse events quickly while they still can be mitigated; (6) FDA can require patients taking the drug to be enrolled in a registry so that their outcomes can be followed).


608 *Id.*, 21 U.S.C.A. § 355-1 (f) (3) (F).


610 Gottlieb, *supra* note 584, at 666 (commenting on, rather than arguing, the position that doctors are not doing “the right thing” when they ignore drug labeling).
immediately deemed\textsuperscript{611} a list of sixteen existing drugs and biologics to be subject to REMS.\textsuperscript{612} These products already had been subject to use restrictions either under the subpart H regulations\textsuperscript{613} or by voluntary agreement of their manufacturers. This initial list of REMS generally included drugs with abuse or addiction potential or having severe risks (such as causing birth defects, sudden life-threatening reactions such as anaphylaxis or cardiac death, or irreversible organ damage).\textsuperscript{614} The list also included mifepristone (RU-486),\textsuperscript{615} an abortion drug approved in a politically charged environment; for RU-486, subpart H was used as an instrument to set abortion policy as well as to set safety restrictions.\textsuperscript{616} Beyond this initial group of drugs for which FDA “deemed” REMS restrictions to be in effect, FDA has been requiring REMS on a case-by-case basis. FDA approved thirteen REMS between March 2008 (when REMS authority took effect) and the end of September 2008 (the first anniversary of FDAAA’s enactment) and the agency had approved eighty-nine REMS as of late November 2009.\textsuperscript{617} In eleven of the thirteen cases reported for FDAAA’s first year, the REMS involved only a Medication Guide or risk communication plan.\textsuperscript{618} Early in 2009, FDA announced plans to use REMS to restrict distribution of twenty-four popular narcotics that account for a disproportionate share of drug-related deaths in the United States.\textsuperscript{619}

\textsuperscript{611} See id. § 909(b)(1) (allowing FDA to require REMS for products under preexisting use restrictions).

\textsuperscript{612} Identification of Drugs and Biological Products Deemed to Have Risk Evaluation and Mitigation Strategies for Purposes of the Food and Drug Administration Amendments Act of 2007, 73 Fed. Reg. 16,313, 16,314 (Mar. 27, 2008).

\textsuperscript{613} 21 C.F.R. §§ 314.520, 601.42 (2009).


\textsuperscript{615} Identification of Drugs and Biological Products Deemed to Have Risk Evaluation and Mitigation Strategies for Purposes of the Food and Drug Administration Amendments Act of 2007, 73 Fed. Reg. at 16,314.

\textsuperscript{616} See discussion infra Part VI.

\textsuperscript{617} See FDA, FDAAA IMPLEMENTATION, supra note 544, at 6 (reporting thirteen REMS approved as of September 25, 2008); FDA, REMS, supra note 568 (reporting eighty-nine REMS approved as of November 22, 2009).

\textsuperscript{618} FDA, FDAAA IMPLEMENTATION, supra note 544, at 6.

\textsuperscript{619} U.S. Food & Drug Admin., Opioid Drugs and Risk Evaluation Mitigation Strategies, http://www.fda.gov/Drugs/DrugSafety/InformationbyDrugClass/ucm163647.htm (last visited Nov. 2, 2009); see also Gardiner Harris, F.D.A. to Place New Limits on Prescriptions of Narcotics, N.Y. TIMES, Feb. 9, 2009, at A13 (describing a proposed program to address risks associated with opioid medications); John Gever, FDA to Step Up Regulation of Extended-Release Opioids, MEDPAGE TODAY, Feb. 9, 2009, http://www.medpagetoday.com/ProductAlert/Prescriptions/12810 (describing proposed measures to address problems with opioid medications).
Overprescribing of these drugs and failure of physicians to heed warnings already in labeling were cited as reasons for invoking the REMS mechanism. Of the eighty-nine REMS approved by late November 2009, only seven contained any use restrictions.

Already, there are complaints that REMS will “make drug lifecycle management more complex, more costly, and resource intensive.” Safety advocates fear, and industry representatives hope, that REMS may amount to little more than a requirement for Medication Guides and risk communication plans, with the more cumbersome use restrictions rarely invoked. To those who say REMS are too cumbersome to get off the ground, a word of caution is in order: It is now just under two years since the effective date of this statute. Assessing its impact now is like attempting, in 1964, to assess the ultimate impact of FDA’s clinical trial requirements. Few in 1964 would have imagined the massive, resource-intensive clinical trial enterprise that grew out of the 1962 amendments. The fact that clinical trials were cumbersome did not ultimately deter FDA from requiring them. The same is likely true of REMS, and the right question is how REMS may evolve over the next five to forty years.

VI. UNRESOLVED DOCTRINAL ISSUES

In FDAAA, Congress declined to speak about two important matters, leaving them to be considered on a case-by-case basis by courts. Congress resisted entreaties from the pharmaceutical industry to insert an express preemption clause into the drug provisions of FDCA, and Congress left the line between medical product and medical practice regulation blurrier than it has been at any time since FDCA was enacted in 1938. Congress’s refusal to make general pronouncements about these matters was wholly consistent with the spirit of FDAAA, which eschews “one-size-fits-all” approaches to drug regulation and embraces nuanced, fact-specific treatment both of evidence development and of regulatory action in response to the evidence.

A. Preemption of Suits Against Manufacturers After FDAAA and Wyeth v. Levine

FDAAA explodes once-simple categories of regulatory action into a multitude of subtly different forms. For example, “drug approval”...
may mean approval subject only to FDAAA’s general requirement to reevaluate risk after eighteen months or 10,000 prescriptions; approval subject to postmarket study requirements; approval subject to a simple REMS that lacks use restrictions; approval subject to REMS use restrictions; and approval based on surrogate endpoints—a category that has existed since 1992 but which is set to become more salient as FDA incorporates modern biomarker technologies into its drug approval pathways. Moreover, FDA will be acting in an environment of continuously accruing postmarket evidence. Suppose FDA determines, at T(n), that evidence, for the first time, supports posting an early warning of risk on its Internet-based communication system. Will this determination preempt state lawsuits alleging that, at the earlier time T(n-1), a manufacturer failed to warn of this risk? 

Whether any of FDA’s new forms of action have preemptive effect is a fact-specific inquiry best left to courts, which is where Congress left the question.

The regulatory actions at issue in Wyeth v. Levine were a drug approval decision FDA made in 1955, decisions on changes to the drug’s labeling in 1973, 1976, and 1981, and intermittent correspondence in which FDA did not pressure the manufacturer for a labeling change in subsequent years. The Court rejected Wyeth’s argument that these types of action by FDA establish “both a floor and a ceiling for drug regulation” such that a state-law verdict that the labeling was inadequate would thwart Congress’s purposes and objectives. The Court saw FDA’s approval and labeling decisions, such as those at issue in Wyeth v. Levine, as a scheme of minimal regulation that could coexist with state tort law. These decisions did not amount to optimal regulation in which a regulator makes delicate risk-risk trade-offs that might be disrupted if states established higher de facto requirements through their tort damage awards.

---

625 See Nagareda, supra note 3, at 30–31 (discussing the impact, in litigation over suicide risks with selective serotonin reuptake inhibitors (SSRIs), of determinations FDA made at various points in time that there was not yet any credible evidence to support a labeling change); id. at 28 (noting that “matters of temporal perspective loom large in the preemption analysis”).
627 Id. at 1199.
628 See id. at 1193–94, 1199.
629 See id. at 1200–03.
630 See Nagareda, supra note 3, at 39 (“When rules of any sort concerning a given risk have the potential to increase other kinds of risks, regulators necessarily must start thinking less in terms of minimal rules and more in terms of optimal ones. But that move itself undermines the premise of minimal regulation that underlies the supposed coexistence of tort and administration.”)
Wyeth v. Levine does not foreclose the possibility that some forms of post-FDAAA regulatory action may support findings of implied pre-emption. "In such cases, the Court has performed its own conflict determination, relying on the substance of state and federal law and not on agency proclamations of pre-emption." The Court has "given 'some weight' to an agency's views about the impact of tort law on federal objectives when 'the subject matter is technica[I] and the relevant history and background are complex and extensive.'" Some of the decisions FDA will be making after FDAAA may have the character of optimal regulation. For example, FDA's decisions not to impose REMS use restrictions may, in some cases, reflect a studied policy of letting a variety of competing risk management strategies be tried in clinical practice, to see which one proves best. This decision very much would have the character of the Department of Transportation's decision that was at issue in Geier v. American Honda Motor Co. Discussing this case in Wyeth v. Levine, the Court noted that "state tort claims premised on Honda's failure to install airbags" were preempted because they "presented an obstacle to achieving 'the variety and mix of devices that the federal regulation sought.'" The Court held that FDA's decisions at issue in Wyeth v. Levine were not of this character, but applied an analytical framework that might well find preemptive effect in some of FDA's future REMS decisions. These cases will require a fact-based inquiry geared to the specific drug and the specific circumstances in which particular use restrictions were or were not imposed. Wyeth v. Levine did not foreclose these inquiries; indeed, it maps out promising ways to frame the issues in future cases.

B. Federal Intrusion on Medical Practice

FDA long has described its role as determining which medical products are available, but letting physicians decide how the products should be used. REMS use requirements conflate availability and use. Under FDAAA, the agency will be deciding which products are available for which use. This blurs product and practice regulation in a

631 Wyeth, 129 S. Ct. at 1200-01.
632 Id. at 1201 (alteration in original) (quoting Geier v. Am. Honda Motor Co. 529 U.S. 861, 883 (2000)).
633 529 U.S. at 861.
634 Wyeth, 129 S. Ct. at 1203 (quoting Geier, 529 U.S. at 881).
635 Marc Wilenzick et al., Interview with Gerald Masoudi, Outgoing Chief Counsel of the U.S. Food and Drug Administration, MEMBER BRIEFING (Am. Health Law. Ass'n, Washington, D.C.), Feb. 2009, at 1, 2, available at http://www.healthlawyers.org/Members/PracticeGroups/LS/memberbriefings/Documents/Masoudi%20interview_Final.pdf ("[T]he REMS could have the effect of limiting the ability of physicians who might..."
way that will raise legal issues at both extremes: when patients are injured through physicians' undercompliance with REMS, and when physicians "overcomply" in ways that deny their patients needed treatments.

1. Denial of Access to FDA-Approved Treatments

REMS already are interfering with patient care. Perhaps the best example involves extra-REMS use of the drug mifepristone (RU-486). FDA approved the drug for use as an abortion agent in September, 2000 after a long and storied controversy.636 This drug blocks action of the female hormone progestin637 and, therefore, has a wide array of potential uses to treat conditions influenced by the action of this hormone, including certain forms of cancer638 as well as benign tumors and other conditions of the reproductive tract,639 and certain brain tumors.640 Mifepristone's labeling states that its only indicated use is for medical termination of early pregnancy (through the forty-ninth day). FDA approved the drug subject to subpart H use restrictions and, in 2008, deemed these to be converted to a REMS. These use restrictions are aimed at addressing specific safety risks that can arise during a drug-induced abortion.641 Distribution is tightly

use the drug for off-label uses to get their hands on the drug for their patients." (quoting Gerald Masoudi) (internal quotation marks omitted)).


639 IOM, Clinical Applications, supra note 637, at 189.

640 JOHNSON, supra note 636, at 4.

641 See Letter from Ctr. for Drug Evaluation & Research to Sarah P. Arnold, Vice President, Corporate Affairs, Population Council, (September 28, 2000), available at
Labeling is silent about use of the drug in patients who are not pregnant and thus not in pursuit of an abortion. The impact of the REMS is to make such uses unlawful in the United States.

There is mounting clinical trial evidence that mifepristone, in small doses of five mg/day for ninety days (as opposed to the 600 mg one-time dose ordinarily used in conjunction with another drug, misoprostol, to induce an abortion) is highly effective in treating a form of benign tumor, leiomyomata (uterine fibroids). This condition is variously estimated to affect 30–80% of women of childbearing age, with an estimated 20–40% of women aged thirty-five or older having tumors of significant size. In severe cases, the condition creates major health problems including pressure on other internal organs and severe anemia that makes patients dependent on repeated blood transfusions. An estimated 15% of off-label uses of drugs in the United States have no clinical trial evidence whatsoever to back them. The quantum of evidence available to support this off-label use of mifepristone is substantial by comparison. However, off-label use of mifepristone to treat leiomyomata is unlawful in the United States. Women of sufficient means may travel to European nations for treatment, but unless they can remain in Europe for the full ninety-
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646 Id. at 508–09.

647 Radley et al., supra note 222, at 1023.
day course of treatment, they run the risk of having their medicine confiscated upon re-entry to the United States.\textsuperscript{648}

Congress was aware that REMS use restrictions could create problems of this sort. Accordingly, FDAAA specifies that use restrictions must be commensurate with the specific serious risk that is being addressed.\textsuperscript{649} REMS must not unduly burden patient access to the drug, particularly in the case of patients with serious or life-threatening conditions.\textsuperscript{650} Congress fashioned a REMS bypass option\textsuperscript{651} that would let drugs be supplied for extra-REMS use under Section 561 of FDCA.\textsuperscript{652} Section 561 lets investigational (unapproved) drugs be used, under certain circumstances, by seriously ill patients who have run out of other treatment options. Congress instructed FDA to develop regulations allowing extra-REMS use under Section 561.\textsuperscript{653} To date, FDA has failed to issue these regulations, leaving no clear way for physicians to bypass REMS use restrictions when they are interfering with care of seriously ill patients.

As applied to nonpregnant patients who are not seeking an abortion, the mifepristone REMS violates FDAAA's statutory requirement of narrow tailoring. These patients have zero risk of the safety problems (such as incomplete abortion or a ruptured ectopic pregnancy) that the REMS use restrictions were designed to address. For these patients, the REMS use restrictions serve no valid safety purpose and can only be viewed as an instrument of abortion policy. To be lawful, laws restricting access to abortion must have an exception for life or health of the mother. The mifepristone REMS presents a novel but closely related question: must there also be an exception if laws restricting abortion endanger the life or health of a person other than the mother? The mifepristone REMS is doing that. Unable to get mifepristone, women whose fibroids are seriously symptomatic face an array of bad options including unnecessary hysterectomies which, in women of childbearing age, interfere with their fundamental liberty interest in reproduction.

\textsuperscript{648} Benten v. Kessler, 505 U.S. 1084 (1992), \textit{denying cert. to} Benten v. Kessler, 799 F. Supp. 281 (E.D.N.Y. 1992) (refusing to hear the case of a woman from whom mifepristone was confiscated as she attempted to bring the product into the U.S. for her own use to end a pregnancy); \textit{see also} JOHNSON, supra note 636, at 2–3 (discussing this case).


\textsuperscript{653} FDAAA § 901(b), 21 U.S.C.A. § 355-1(f)(6).
Because of the tortured approval history of this drug, U.S. pharmaceutical companies were concerned about boycotts if they produced it and its French manufacturer ultimately licensed it to a nonprofit group which sponsored its FDA approval application.\footnote{Johnson, supra note 636, at 4–5.} As a result, there is no commercial sponsor that now has an incentive to press FDA to allow wider use of the drug in nonpregnant patients. Patients are left to advocate for themselves. In contrast to the experimental therapy that was at issue in \textit{Abigail Alliance}, mifepristone is an FDA-approved drug. The proper question is not whether clinical trial evidence supports its current approval for use in treating fibroid tumors, but whether this use has a level of evidentiary support comparable to that of other off-label uses that FDA allows. If FDA fails to provide a meaningful REMS bypass option, the mifepristone REMS is ripe for litigation. Exhausting administrative remedies requires only that a patient file a Citizen’s Petition\footnote{21 C.F.R. § 10.30 (2009).} with FDA and wait 180 days.

2. Enforcing Physician Compliance with Use Restrictions

Even before Congress had passed FDAAA, the question was raised whether REMS use restrictions amount to FDA regulation of medical practice.\footnote{Wilenzick et al., supra note 635, at 2; see also Michael B. Enzi & Edward M. Kennedy, \textit{Risk Management and Intrusions on Medical Practice: Striking a Balance}, 26 Health Affairs 678 (2007) (arguing, prior to passage of FDAAA, that its proposed REMS provisions strike a realistic balance between managing risks and intruding on medical practice).} The answer has many implications, not all of which will be distasteful to physicians. For example, there is a possibility that doctors who comply with a REMS may be able to assert a regulatory compliance defense to medical malpractice suits brought by patients who suffer drug-related injuries.

FDAAA does not, on its face, grant FDA any new powers to regulate doctors or to enforce their compliance with use restrictions in a REMS.\footnote{See Wilenzick et al., supra note 635, at 2 ("REMS provisions generally bind the sponsor of the drug, not physicians." (quoting Gerald Masoudi)).} Congress, instead, authorized FDA to require drug manufacturers to provide a REMS, which ostensibly regulates only the manufacturer while setting conditions for clinical use of the drug. If those restrictions are violated, the manufacturer, rather than the physician, would be in violation of federal law\footnote{FDAAA § 901(a), 21 U.S.C.A. § 355(p) (West Supp. 2009) (making it unlawful for a person to "introduce or deliver for introduction into interstate commerce a new...".)} and would be subject to signifi-
The drug can be deemed misbranded, which allows FDA to pursue various sanctions against the manufacturer including seizure of the drug. FDAAA lays the burden of enforcing physician compliance on drug manufacturers. In 1992, FDA took a similar view of its subpart H use restrictions: “The burden is on the [new drug or biologics license] applicant to ensure that the conditions of use under which the applicant’s product was approved are being followed.” FDAAA purports not to regulate physicians, yet already there are complaints that physicians bear the burden of implementing and documenting compliance with REMS use restrictions.

This REMS enforcement mechanism raises a number of questions. By what means, precisely, can drug manufacturers control the behavior of errant physicians? The drug manufacturer may be too conflicted to be a credible enforcer of patient safety: off-label (or, more correctly, extra-REMS) use of drugs bolsters sales, and the manufacturer would likely be shielded from tort liability for extra-REMS prescribing under the learned intermediary doctrine. Does it comport with norms of justice for FDA to penalize manufacturers for REMS violations by physicians? If this seems unjust, will FDA decline to enforce REMS, so that FDA’s policies post-REMS are ultimately little different from today’s lax policy on off-label use?

It seems implausible that FDA would deem a drug misbranded and pull it off the market if a few physicians were violating elements of safe use included in its REMS. State tort actions offer a more selective approach to deterring extra-REMS prescribing that injures patients. The 1938 Act left it for states to develop their own approaches to promote physician compliance with safety information reflected in drug labeling. States generally eschewed a direct regulatory approach

drug” that requires a REMS, if the person fails to maintain compliance with the REMS).

659 Id. § 902, 21 U.S.C.A. § 333(f) (West Supp. 2009) (calling for penalties of $250,000 per REMS violation, up to $1 million in a single proceeding, with doubling of penalties for each 30 days of continued violation after the Secretary provides notice, not to exceed $1 million in a 30-day period and $10 million for all violations adjudicated in a single proceeding).

660 Id. § 902(a), 21 U.S.C.A. § 352(y) (West Supp. 2009) (permitting drugs to be regarded as misbranded if a REMS is required and the responsible person (such as the manufacturer) fails to comply with its terms).
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and medical malpractice suits became the de facto compliance mechanism at the state level. The result has been an unclear, inconsistent framework of physician compliance with FDA's safety information. States vary in whether the tort standard of care requires safety warnings and contraindications in labeling to be heeded. It remains for the medical profession and individual states to assess how standards of care (and possible defenses to malpractice actions) will be affected by REMS and by the Internet-based communication system that will be feeding continuously updated warnings to both physicians and patients. There is much work still to be done at the state level, if REMS are to achieve their promise of improving patient safety.

CONCLUSION

Congress has set the pillars of a new evidentiary paradigm, but it is still unclear what the finished edifice will look like. It appears likely to have the following contours: Products will move into clinical use after premarket studies establish a basic level of safety and efficacy (or a plausible basis for projecting the efficacy of products intended for long-term predictive and preventive uses). These initial determinations may rely on surrogate endpoints. Evidence development will continue after approval, with new forms of regulatory action available in response to emerging evidence of risks and benefits.

FDAAA implies a culture shift both at FDA and among the public. Today, when FDA announces a new risk with a previously approved drug, both the agency and the public tend to regard this as a regulatory failure: why did FDA not detect the problem before it approved the drug? This question was rooted in a naïve, twentieth-century belief that clinical trials are, or should be, fully informative. Zero late-emerging risk was never a realistic goal. The goal should be to detect risks as quickly as possible, to minimize them using the best available risk mitigation technologies, and to communicate emerging evidence swiftly and effectively. By this view, the regulatory failure, in the case of Vioxx, was not that new cardiovascular risks emerged after the product was approved. The regulatory failures were: first, that it took sixty-five months to get the product off the market when, with appropriate information infrastructure, the risk might have been detected
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in three months; second, that even now—aalmost five years after the scandal and ten years after the product was approved—the factors that predispose a small subset of patients to cardiovascular risks are still unknown; and, third, that FDA’s old evidentiary paradigm failed to foster cooperative development of technologies to predict and manage this risk so that patients who respond well to the drug can have it. A new paradigm was needed and FDAAA has supplied one. As with any major change in law, there are many unresolved legal questions with which scholars now need to engage.